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1.

For ¥-terms t,si,...,s, and mutually different variables x1,...,x, € Var, the simultaneous sub-
stitution of sy, ...,s, for x1,...,x, in t is denoted by t[si,...,s,/X1,...,X,]. It is defined as the
Y-term obtained by replacing free occurrences of x1,...,x, in t with s1,...,s, respectively. Note
here that free occurrences of x1,...,x, in s; are not replaced.

Then by induction on the construction of the term t, we can prove the following proposition
that is a generalization of Proposition 2.5.7.

Proposition 1. [t[si,...,sp/X1,...,X,]]x7 = [[t]]X,J[mH[[S1]]x,J,-..,an[Isn]]x,J] . O

Proof for Sublemma 2.6.9. By Definition 2.5.11, in order to prove that X is a (X, E')-algebra, it
suffices to show that for all (s =t) € E, we have X |=s = t, i.e. [s]x ; = [t]x, s for each valuation
J:Var — X on X.
Let (s=t) € E and J : Var — X be a valuation on X. Moreover, as the numbers of variables
in s and t are finite, let FV(s) UFV(t) = {x1,...,x,}. Foreach i € {1,...,n}, let J(x;) = [Wi]~-
Then we have:

[[S]]X,J = HSHX,JC[xl>—>J(x1),...,xnb—>J(xn)] (by Lemma 2.5.5
(by definition

)
)
(by Sublemma 2.6.8)
)
)

= [s]x 7. [x1 s [ur] e oo (]

= [sDx,sebea= [l g s Tan T o,
= [s[ui,...,un/x1,...,%5]]x 7. (by Proposition 0 above
= [s[ug,..., Up/X1,...,Xp]|~p (by Sublemma 2.6.8

Here J. : Var — X denotes the canonical valuation introduced in the proof of Sublemma 2.6.7.
Similarly, we have:

[[t]]XJ = [t[ul, .. .,un/xl, . 7XTLHNE

Let y1,...,yn € Var be mutually different variables such that yq,...,y, ¢ FV(s) UFV(t) U
FV(u;) U---FV(u,) (as Var is an infinite set, such a family indeed exists). Then we have the
following proof tree.



—1 (AXIOM), (s=t) € E
sly1/x1] = tly1/xi] ESUBST)

SUBST)

(SuBST)
(SuBsT)

SIy1/%1] - (Yo /%] = Ey1/5%1] - [y /0]

slyr/xal - - [yn/*n][u1/y1] = tlyr/xa]. .- [yn/xn][u1/y1] (SubsT)
: (SuBST)
slyv/xa] . [yn/Xal[w/y1] . [un/yn] = tlyr/xa] .. [yn/Xn][ur/y1] ... [un/yn]
Note here that
slyr/xa] .- lyn/xXnl[wa/yi] - [un/yn] = slug, . un /x5 %0
and
tlyi1/x1] ... [yn/Xn][u1/y1] - [un/yn] = tlhug, .. un /X1, ., X
Hence by the definition of ~g (equation (2.18)), we have
[s[uy,. .., U, /X1,. .., Xp|lop = [, ..., u,/X1,. .., Xn|~p
Hence we have [s]x,; = [t]x, s and this concludes the proof.
2 (Exercise 3.2).
3.
1. 2.
(InTT) (IN1T) ——F (In1T)
A=A (—-L) A=A (—=-R) A=A (WEAKENING-L)
-A A (~-R) = A,-A (~L) B, A=A (>-R)
=AD(BD>A)
4.
——— (InIT)
B =B
——5—7 (WEAKENING-L) -
A,B= B ((D—R) ) =5 N Foe gIDI\I_ILT))
B=AD>B BDCB:C(D_L)

(ADB)>(BD>C(),B,B=C
B,(ADB)D(BDC)B:C(
B,(ADB)>(BD>C(C)= (
B,(ADB)D (BDC):>C (
(ADB)D (BDC):BDC(
A, (ADB)D(BD>C)=BDC
(ADB)D(BD>C)=AD(BD>C)

EXCHANGE-L)
EXCHANGE-L)
CONTRACTION-L)

R)
(WEAKENING-L)
(O-R)




A=A <11§IAT_>LI) BoB ”TIAT)LZ)
ANB = A ("-L) ANB =B ("—L)
-~A,ANB = -B,AANB = (V-L)
-AV-B,AANB = (~R) )
ANB = —=(-AV -B) (>-R)
= (AANB) D ~(-AV -B)
3 (Exercise 3.9).
An expression = A denotes that the formula A is a tautology.
For j;éA, we have:
};éA < A is not a tautology (by definition)
< (VJ : PVar — {tt,ff}. [A]s = tt) does not hold (by Definition 3.3.3)
< 3J :PVar — {tt, ff}. [A]; =1f.
In contrast, for = —A, we have:
= —A < —A is a tautology (by definition)
< VJ:PVar — {tt,ff}.[-A]; =t (by Definition 3.3.3)
< VJ:PVar — {t&t,ff}.[A]; = ff (by Definition 3.3.2).

Therefore J;éA and = —A are different. Indeed, if A = P D @ where P,QQ € PVar and P # Q,
then £A holds as [A] siptt,t) = ff while = = A does not hold as [A] jjpou,get) = tt-

Moreover, by Definition 3.2.3, #A iff there does not exist a proof tree whose root is = A. In
contrast, = —A iff there exists a proof tree whose root is = —A. Indeed, if A = P D @ where
P,Q € PVar and P # @, then }*A holds while - = A does not hold.



