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ABSTRACT

Formal verification is a technique for quality assurance that uses mathematical meth-
ods to prove that a system satisfies a given property. In this thesis, we will focus on quan-
titative verification. As computers become ubiquitous in the world, computer systems
tend to involve quantitative behaviors like probabilities or energy consumptions. For such
quantitative systems, we can consider quantitative properties like “the probability where
the program does not terminate is at most 10%,” or “the amount of gas consumed by the
system is at most 1.0L.” In quantitative verifications, we prove quantitative properties
for quantitative systems. Compared to that about qualitative verifications for systems
like nondeterministic systems, the number of studies about quantitative verification is
relatively small. This thesis aims to introduce notions that we can use for quantitative
verification. We will mainly focus on probabilistic systems in this thesis.

We introduce notions for quantitative verifications by modifying existing notions used
for qualitative verifications. In this procedure, the category theory and the notion of coal-
gebra play essential roles. Category theory is a general and abstract mathematical theory
which is understood as a theory of structures. Coalgebra is one of the fundamental no-
tions in category theory that can give general characterizations for dynamics of transition
systems. Using category theory and the theory of coalgebras, we first generalize the no-
tion for qualitative verification by extracting its categorical essence. We then prove the
correctness of the generalized notion in terms of category theory. The categorical general-
ization is concretized for quantitative systems and a notion for quantitative verifications
is obtained. The correctness of the obtained notion is automatically inherited from the
categorical level.

We have applied the above “generalize-concretize” scheme to two existing notions
used for verifications of nondeterministic systems: fair simulation and ranking function.

Simulation is a notion commonly used for proving behavioral inclusion between tran-
sition systems. More concretely, a simulation from one system to another system implies
the behavior of the former system is included in that of the latter system. Therefore,
by constructing a simulation from some system to another system whose safety (i.e. that
the system does not exhibit a bad behavior) is already known, we can conclude safety of
the former system, because all of its behaviors are included in those of the latter, which
never include bad events. Similarly, we can use simulation for proving liveness (i.e. that
the system does exhibit some good behavior) by constructing a simulation from a system
whose liveness is known to the system in question. Fair simulation is a simulation notion
for Biichi automata, transition systems that accept infinite words according to the Biichi
condition. We say that an infinite path on an automaton satisfies the Biichi condition if
it visits accepting states infinitely many times.

Via category theory, we induce a fair simulation notion for probabilistic Biichi au-
tomata, a quantitative variant of Biichi automata. To this end, we first have to categor-
ically characterize behaviors of Biichi automata and probabilistic Biichi automata in a
unified manner. We will introduce two characterizations. One of them is used for cate-
gorically generalizing the notion of fair simulation. We use the other characterization in
the correctness proof of the first characterization. We expect that the latter character-
ization also serves as a basis for categorically generalizing other simulation notions for
Biichi automata than fair simulation in the future.

Ranking function, the second notion our framework is applied to, is commonly used
to prove termination of nondeterministic systems. Ranking functions are known to be
especially effective for verifications of infinite-state systems like while programs. The key
notion in categorically generalizing it was a categorical notion called corecursive algebra.
We then concretize it for probabilistic systems. In fact, a ranking function-like notion was
already known for probabilistic systems under the name of ranking supermartingale. It is
known to be useful for proving almost-sure termination, i.e. that the system terminates
in probability 1. However, it turned out that our categorical generalization of ranking
function does not instantiate to ranking supermartingale. Instead, we found that it in-
duces two new ranking function-like notions for probabilistic systems. We named them
distribution-valued ranking function and ~y-scaled submartingale. Unlike ranking super-
martingale, we can use the new ranking function-like notions for quantitative reasoning:
they give lower bounds for termination probabilities.



For ~-scaled submartingales, we also provide algorithms for finding ~-scaled sub-
martingales for probabilistic programs and give implementations. We found that existing
template-based synthesis algorithms for ranking supermartingales can be adapted for -
scaled submartingales with little modification. We first implemented a linear template-
based algorithm. It fixes a linear template for a y-scaled submartingale, reduces the
axioms of y-scaled submartingales to a linear programming (LP) problem, and solves it
using an LP solver. We will compare our algorithm with an existing algorithm proposed
by Chatterjee et al. in 2017 for the same purpose, i.e. underapproximating termination
probabilities. We have also implemented a polynomial template-based algorithm that
reduces the problem to a semi-definite programming (SDP) problem and solves it with
an SDP solver. Although this implementation did not work well because of numerical
errors caused by the SDP solver, we will give a concrete description of the algorithm and
experimental results for the record.
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Chapter 1

Introduction

Because computer systems are omnipresent, ensuring that they work as expected
is a very important problem. Formal verification is a technique of using math-
ematical methods for quality assurance of systems. In the most basic setting of
formal verification, we focus on qualitative specifications of qualitative systems.
However, in the verification of systems in the real worlds, we are sometimes in-
terested in quantitative systems and quantitative specifications. For example,
some security protocols exhibit probabilistic behaviors (see e.g. [88, 70]). An-
other example is cyber-physical systems like cars, for which we can consider many
quantitative specifications like “fuel consumption is no greater than 20.0km/L.”

The main goal of this thesis is to introduce techniques for formal verification
of probabilistic systems.

1.1 Qualitative and Quantitative Verification

We shall show examples of qualitative and quantitative formal verification.

Qualitative Model Checking Model checking is one of the most popular
approaches for formal verification. A standard framework of model checking is
as follows: we first mathematically model the system whose quality we wish to
assure. There exist several choices for mathematical models. One possible model
is nondeterministic automata, a kind of labeled transition system.

For example, suppose that we are given program  ._ ;.
code shown on the right. It shows a program with a  while 0 < x do

variable x. It starts with x = 100, and in each loop, it yif:y i”:p‘,‘t ( )fchen
decreases or increases x by 1 depending on the input. X 1= x — 1
The system terminates if x gets 0. We can model the else // (Jirfly = 'R’)
X = X
program as the following transition system. £i
od
2o R @1 R 2 299 R Z100 R 101 Figure 1.1: nondetermin-
G0 GG () e

We next mathematically characterize the specification that we wish to check
whether the system satisfies or not. For the code in Figure 1.1, we can consider
the following specification for example: “if we feed inputs to the program appro-
priately, we can make the program terminate.” The specification corresponds to
a property that “there exists a run from x100 to x¢ in the system (1.1).”

We then check whether the model of the system satisfies the property induced
from the specification using mathematical methods.



Probabilistic Model Checking An example of a x := 100;

. . . . c e while 0 < x do
quantitative system is given on the right. It is similar if prob(0.5) then

to the one in Figure 1.1, except that whether x is incre- X = x — 1

mented or decremented is determined in a randomized else

manner: each of them is chosen with a probability 0.5. q T 1

The code induces the following probabilistic transition  od

system. Figure 1.2: random walk
zo 0.5 z1 0.5 x2o x99 0.5 2100 0.5 z101

For probabilistic systems, we can consider both qualitative and quantitative
specifications. An example of a qualitative specification for the code in Figure 1.2
is: “the program terminates with probability 1.” (This property is called almost-
sure termination.) In contrast, an example of a quantitative specification is: “the
program terminates in probability greater than 0.9.” It is not hard to represent
these specifications as properties of the probabilistic transition system (1.2).

1.2 Categorical Generalization and Concretization

In this thesis, we introduce two novel techniques for probabilistic verification.
The techniques are derived with the help of category theory.

Category Theory Briefly speaking, category theory is a general mathematical
theory of structures. A category consists of a collection of objects and a collection
of arrows between objects. An example of a category is the category Sets, whose
objects are all the sets and arrows are functions between them. Another example
is the category Meas of measurable spaces, whose objects are all the measurable
spaces and arrows are measurable functions between them.

A good point of category theory is that it allows us to capture multiple anal-
ogous notions in a unified manner. For example, for two sets X and Y, their
product is a set X x Y = {(z,y) | z € X,y € Y}. An analogous notion exists
for measurable spaces: for measurable spaces (X,Fx) and (Y,§y), their prod-
uct is commonly defined as a measurable space (X X Y,§xxy) where the first
component is a product of sets and §xxy is the smallest o-algebra containing
{AXx B|Ac€Fx,B e Fy}. Category theory can describe these two notions of
“product” in one definition. This means that once we develop some theory at the
categorical level, it freely applies to both sets and measurable spaces.

This good point provides a method to introduce new quantitative verification
techniques. It consists of the following two steps. Firstly, making use of the
generality of category theory, we generalize an existing verification technique
for qualitative systems with the help of category theory. We then concretize
the generalized verification technique for quantitative systems. This results in a
verification technique for the quantitative systems, which is sometimes novel.

An advantage of this “generalize-and-concretize” strategy is that the gen-
erality of category theory sometimes help us to understand why the existing
qualitative verification technique is sound in a way that allows us to transfer it
for probabilistic systems. Another advantage is that a categorically generalized
verification technique can induce more than one new verification techniques. In-
deed, the categorical generalization of an existing verification technique that we
develop in Chapter 6 instantiates to two probabilistic techniques.

Prior to this thesis, this “generalize-and-concretize” strategy has achieved
success and induced a novel verification technique called matriz simulation [43,



O generalize Categorical concretize (quantitative
qualitative : Representation .

1+ X+ FX f automaton with D
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r_ R =19 1 /\
{/ Matrix Simulation
a a QA S C!BX
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Figure 1.3: generalization and concretization in [43, 111]

111]. We hereby review it to explain the strategy (see also Figure 1.3).

An Example: Matrix Simulation Simulation is a well-known technique
for proving behavioral inclusion between transition systems. In a simulation-
based verification, we prove behavioral inclusion by proving that one system can
“simulate” the system. We can use simulation for proving a safety property of a
system. To do so, it suffices to pick another system that is known to satisfy the
property, and show that the former system is simulated by the latter. We can
similarly use simulation for proving a liveness property.

Various notions of simulations have been introduced [74, 75, 66, 55, 50, 32].
Among them are forward and backward simulations [74] that we can use for
proving finite language inclusion between nondeterministic automata. Their def-
initions are well-explained in terms of two-player games: for example, a forward
simulation from a nondeterministic automaton A to B exists if every transition
of A can be “simulated” by a transition on B.

Using category theory, Hasuo generalized the notions of forward and back-
ward simulations and named them Kleisli simulations [43]. In [111], it was con-
cretized for two types of quantitative systems—automata weighted with a semir-
ing ([0, 00],+,0, x, 1), which model probabilistic systems, and those weighted
with a semiring ([—o0, 0o}, max, —o0, 4, 0), which model systems with rewards or
resource consumption. The concretization resulted in new simulation notions for
those weighted automata, which were named matriz simulation. The resulting
simulation notions are defined as a matrix X satisfying linear inequalities over the
corresponding semirings. They allow us to check a quantitative language inclusion
between weighted automata, i.e., that one automaton assigns a smaller weight
for each finite word than the other one. The linear inequalities defining a matrix
simulation are solvable with numerical methods (for example, it reduces to a lin-
ear programming problem for ([0, oc], +,0, X, 1)-weighted automata). Programs
searching for a matrix simulation were implemented and evaluated in [111].

In this thesis, we apply the same “generalize-and-concretize” strategy to two
existing verification techniques: fair simulation and ranking function. As a result,
we obtain their probabilistic variants that are novel.



1.3 Backgrounds

We have explained the overall framework of this thesis in the previous section.
In this section, we shall explain the notions that we use throughout this thesis.

1.3.1 Coalgebra

Coalgebra is a basic notion in category theory. It is a categorical model of dy-
namics of state-based systems. Formally, a coalgebra is an arrow of a form
c: X — FX where F is a functor, an operation that maps objects to objects and
arrows to arrows. Various transition systems are representable as coalgebras. For
example, a labeled transition system is modeled as c: X — A x X, a coalgebra
of a functor A x (_). Indeed, we can regard this ¢ as a transition function of
a labeled transition system. Other examples are a deterministic automaton as
c: X — 2 x XA a Mealy machine as c¢: X — (O x X)Z, and so on.

A final coalgebra is a coalgebra ¢ that admits a unique ho- gy o p, p
momorphism (an arrow u that makes the diagram on the right b = A¢
commute) from an arbitrary coalgebra c. Final coalgebras play X —">vF
an important role in the theory of coalgebra because the unique homomorphism
towards a final coalgebra often captures behaviors of systems represented as coal-
gebras. For example, for a (A x (_))-coalgebra c: X — A x X (recall that it
models a labeled transition system), the carrier of the final coalgebra is given by
the set A“ of infinite words over A. The unique homomorphism X — A“ from
¢ to the final coalgebra is a function mapping each x € X to the unique infinite
word agay ... € A¥ such that there exists a sequence xzg,z1,... € X satisfying
xo = x and ¢(x;) = (a;,x;+1). It is natural to call this function a “behavior” of c.

Kleisli Approach For systems with side-effects like nondeterminism, the frame-
work above can fail due to the lack of a final coalgebra. For example, a nonde-
terministic automaton is representable as a coalgebra X — P(A x X ) where P is
the powerset functor. However, a final coalgebra does not exist for the functor.

One known solution is the so-called Kleisli approach [85, 58, 46, 47], which
was used to categorically generalize forward and backward simulations (see Sec-
tion 1.2). There, we separate the functor into two parts, a functor 7' represent-
ing the branching type and a functor F' representing the transition type. For
c: X > P(Ax X), Tis P and F is Ax (_). The key is that the branching type-
part T often constitutes a monad, a functor with special structures. Indeed, P
constitutes the powerset monad. The monad structure allows us to consider the
Kleisli category, a category whose arrows are arrows of a form X — PY. We rep-
resent a system as an F'-coalgebra in the Kleisli category. Then a final coalgebra,
or sometimes a weakly final coalgebra (a coalgebra admitting a not necessarily
unique homomorphism) often exist and a homomorphism to it captures some
behavior of the system, although in the latter case we have to introduce some
mechanism like an order to choose a homomorphism. The captured behavior of
transition systems varies depending on the choice of a (weakly) final coalgebra.
For ¢: X — P(A x X), one possible choice is a weakly final coalgebra having A¥
as its carrier. Then the behavior captured by the weakly final coalgebra is:

T {aoal... € A ‘ o, z1,... € X. 29 = x and Vi. (a;, Ti+1) € c(acz)}



1.3.2 Fixed Point Logic

The notions of least and greatest fixed point are important in the theoretical com-
puter science. It is because reachability and unreachability—basic specifications
in model checking—are characterized as the least and the greatest fixed point of
a certain function.

For example, suppose that we are given a nondeterministic transition system
A= (X,T: X — PX,Acc C X) with accepting states. We define a function
O:PX = PX by O(A) :={z € X | 7(z) N A # 0} UAcc. This function is a
monotone function with respect to the inclusion order, and has the least and the
greatest fixed points. The least fixed point pu € PX collects states from which
Acc is reachable. In contrast, the greatest fixed point v C X collects states
from which an infinite run can be constructed (i.e. no dead-end is reachable).

Well-known theorems in fixed point-theory provide us with means for cal-
culating a lower or upper bound of the least or the greatest fixed point. For
underapproximating the least fixed point, we can refer to the Kleene fixed point
theorem (see e.g. [101]). It claims that if a monotone function f : (L, <) — (L, <)
is w-continuous (i.e. it preserves supremums of increasing chains), then the least
fixed point of f is given by the supremum of an increasing chain 1 < f(L) <
f?(L) < ---. The theorem implies that for i € N, f¢(L) underapproximates zf.
When f is not w-continuous, we can use the result in [27].

We can overapproximate the least fixed point using the Knaster-Tarski theo-
rem (see e.g. [105]): if a € L is a pre-fixed point (i.e. a < f(a)) then puf < a.

For over-/underapproximating the greatest fixed point, we can use the dual
of the above two statements. Throughout this paper, we shall extensively use
these two principles and their duals.

Alternating Fixed Point In the examples so far, we focused on rather simple
properties like termination. Of course, we can consider more complex specifica-
tions. For example, for the program in Figure 1.1, we can consider the following
specification: “if we feed inputs to the program appropriately, we can make x
become 1 infinitely often without making the program terminate.”

We can use the Biichi condition [15] to represent such a property. z p ¥
An infinite run is said to satisfy the Biichi condition if it visits accept- g‘@
ing states infinitely many times. A nondeterministic automaton with 7 ¢
the Biichi acceptance condition is called a Biichi automaton. For example, in the
Biichi automaton on the right above, an infinite run satisfies the Biichi condition
if it visits an accepting state y infinitely many times. We define the language of
the Biichi automaton as a function assigning each state the set of words having
an accepting run, i.e. a function {x,y} — {a,b}* that assigns the set of words
containing infinitely many b’s to both x and y.

In order to fixed point-theoretically deal with the Biichi condition, least or
greatest fixed points are not enough. Instead, we use alternating fixed points.

Suppose that we are given a nondeterministic transition system A = (X, 1)
equipped with a partition X = X;+ X5 of the state space. Then we can naturally
divide the function ¢ : PX — PX defined above into two parts: ¢1 : PX — PX;
and Q9 : PX — PXs. To capture the Biichi condition, we take the least fixed
point for {1 and the greatest fixed point for (5. More concretely, we first calculate
the least fixed point of a function uy — O1(uj +uz2) € PX; regarding us € PXs a
parameter. We then calculate the greatest fixed point of ug +— Qg2(uj+uz) € PXo
using the fixed point. This results in an “alternating” fixed point A € PX of ¢
that is not the least or the greatest. It indeed captures the Biichi condition: it is



given by the set of states from which X5 can be visited infinitely many times.
Hence the Biichi condition is characterized by alternating fixed points.
The parity condition (see e.g. [33]) is a generalization of the Biichi condition.
It can represent more complex specifications than the Biichi condition. By using
alternating fixed points, we can also deal with the parity condition.

Categorical Fixed Point In this thesis, we use fixed point theory together
with category theory. There mainly exist two ways to introduce a notion of fixed
point into category theory: introduce it as a logical fixed point or introduce as a
categorical fized point. Their difference is well-illustrated in the contrast between
“the category of pre-ordered sets” and “a pre-ordered set as a category.”

Pre-ordered sets and monotone functions between them constitute a cate-
gory PreOrd. We can naturally make the category an order-enriched one by
introducing an order < to each homset PreOrd((X, <), (Y,<)) by extending
the preorder over (Y, <) in a pointwise manner. Hence for an endofunction over
PreOrd((X, <), (Y, <)), we can consider its least, greatest and alternating fixed
points. We call such a fixed point a “logical fixed point.”

In contrast, a “categorical fixed point” is defined by regarding a category as
a generalization of a pre-ordered set. A preordered set (X, <) induces a cate-
gory X whose objects are given by the elements of X and arrows are given by
X(z,y) := {*} if z <y and () otherwise. Moreover, many categorical notions can
be explained as generalizations of notions in preordered sets: functors generalize
monotone functions, coalgebras generalize post-fixed points, and so on.

The notion of final coalgebra also has its counterpart in pre-ordered sets.
Suppose that a monotone endofunction f : (X,<) — (X, <) has the greatest
fixed point vf. By the (dual of the) Knaster-Tarski theorem, f is the supremum
of the set {x € X | f(z) > x} of post-fixed points. When we see a pre-ordered
set as a category, it means that the greatest fixed point of f is a final f-algebra.
Hence a final coalgebra is a categorical generalization of the greatest fixed point.
Similarly, an initial algebra, a dual notion of final coalgebra, is a generalization of
the least fixed point. We call a categorical greatest fixed point for a final coalgebra
and a categorical least fixed point for an initial algebra. In this thesis, we will
also see that we can define a notion of “categorical alternating fixed point.”

1.4 Contributions

Contributions of this thesis are the following two: i) categorical generalization
of fair simulation and concretization to probabilistic systems; and ii) those of
ranking function. More concretely, our contributions are summarized as follows:

Categorical Characterization of Parity Languages We extend the Kleisli
approach (see Section 1.3.1) for Biichi and parity automata. We will introduce
two categorical characterizations for their languages. Both of them make use of
the relationship between parity automata and alternating fixed points, but they
differ in how to categorically reflect the notion of fixed point (see Section 1.3.2).
One characterization considers logical fixed points. Here we calculate an al-
ternating fixed point of a certain function in a homset of the Kleisli category
which is assumed to carry an order. The characterization is a direct translation
of the fixed point-theoretic characterization of parity languages. The other char-
acterization considers categorical fixed points. For capturing behaviors of parity
automata, we will define datatypes as an alternating fixed point of a functor.



The latter characterization is more complicated than the former one and char-
acterizes nonstandard “languages” of parity automata. We will categorically re-
late these two characterizations and show that we can regard the latter as a
characterization of ordinary languages of parity automata as well.

Generalization and Concretization I: Fair Simulation Using the categor-
ical characterization of Biichi languages by logical fixed points, we will categori-
cally generalize fair simulation [50, 32].

Fair simulation is a simulation notion for Biichi automata. Our categorical
generalization is inspired by those of forward and backward simulations reviewed
in Section 1.2, but is much more complicated. We concretize it for probabilistic
Biichi automata and obtain a new simulation notion for them [110].

Generalization and Concretization II: Ranking Function We also gen-
eralize ranking function. Unlike the case of fair simulation, we have used an
existing standard framework for categorically capturing behaviors of systems.

Ranking functions are commonly used for checking termination of nondeter-
ministic systems [35]. We categorically generalized ranking function and con-
cretize it for probabilistic transition systems. In the generalization, a categorical
notion called corecursive algebra played an important role. As a result of the
concretization, we have obtained two probabilistic ranking function-like notions.
A ranking function-like notion called ranking supermartingale [19] were known
for probabilistic systems, but the induced notions were new and different from it.

We call the induced notions distribution-valued ranking function and ~y-scaled
submartingale. They have different characteristics from ranking supermartingale.
That is, we can use them for quantitative reasoning in the sense that they give
lower bounds for termination probabilities of probabilistic systems.

Implementation of Probabilistic Ranking Function We have implemented
a program that underapproximates a termination probability of a probabilistic
program by synthesizing a 7-scaled submartingale. We implemented two algo-
rithms: a linear template-based one and a polynomial template-based one. The
former uses a linear programming (LP) solver while the latter uses a semidefinite
programming (SDP) solver. The algorithms are adapted from existing template-
based algorithms for synthesizing ranking supermartingales [19, 23, 21].

We conducted some experiments with the implementations. We first tested
the linear template-based implementation for several probabilistic programs, some
of which are taken from literature. We have also compared it with existing al-
gorithm in [23]. We found that there exist probabilistic programs where our
algorithm can give better lower bound for the termination probability.

We also conducted experiments on the polynomial-template based implemen-
tation. However, we found that it does not work well because of numerical errors.
We nevertheless show the algorithm and the experimental results for records.

1.5 Organization

The rest of this thesis is organized as follows. In Chap- Chapter 2
ter 2, we give preliminaries. Chapter 3 is devoted to 2N

. . .. . Chapter 3  Chapter 5
developing categorical characterizations of behaviors of
Biichi and parity automata. The developed characteri- Chapter 4 Chapter 6
zations are used in Chapter 4 to categorically generalize the notion of fair simula-



tion and induce its probabilistic variant. In Chapter 5 we categorically generalize
ranking functions, concretize it for probabilistic systems, and induce probabilistic
verification methods. In Chapter 6 we give an algorithm and an implementation
based on one of the notions induced in the previous chapter, and present experi-
mental results. We discuss related work in Chapter 7, and conclude in Chapter 8.

First Appearance Most results of this thesis were previously published. Chap-
ter 3 is based on [114, 112], Chapter 4 is based on [110], and most part of Chapter 5
is based on [109]. Some results in Chapter 6 constitute a part of [102].



Chapter 2

Preliminaries

This chapter is devoted to preliminaries. In Section 2.1 we introduce notations.
In Section 2.2 we define various transition systems. In this thesis, the fixed point
logic plays an important role. Preliminaries on it are in Section 2.3. Categorical
preliminaries are in Section 2.4.

We assume that readers are familiar with the basic measure theory, and omit
preliminaries on it. See e.g. [30, 8, 103] for the detail.

2.1 Notations

We first introduce notations that are used throughout this thesis.

For a,b € R, [a,b] denotes {r € R | a < r < b}, (a,b) denotes {r e R | a <
r < b}, [a,b) denotes {r e R| a <r < b} and (a,b] denotes {r € R | a < r < b}.

Let f: X - Y. For A C X, we define f|4: A —Y by fla(z) := f(x). For
B CY, we write f~}(B) for {x € X | f(r) € B}. Fora € X and b € Y, we
define fla — b]: X =Y by fla+ b](z) :=bif z = a and f(x) otherwise.

For a partial function g: X — Y, we write g(z) = L if g(z) is undefined.

We write X*, X, X% and X for the sets of finite, non-empty finite, infinite
and possibly infinite words over X respectively. For w € X* and w' € X,
we write ww' for their concatenation. We write () for the empty word. For
w,w € X, we write w < w’ when w is a prefix of w'.

For a set I, we write [ [,.; X; for a product {(z;)icr | Vi.2z; € Xi} and [[;c; Xi
for a disjoint sum {(i,z) | i € I,z € X;}. If X;NX; = 0 for i,j € I, we write z for
(i,2) € [1;e; Xi- Fori € I, m; : [[;c; Xi — X; denotes the canonical projection
and k;: X; — Hz‘e 7 X; denotes the canonical injection.

For a poset (X, <) and an endofunction f : (X, <) — (X, <), we write uf
(resp. vf) for the least (resp. greatest) fixed point of f, if it exists.

For a set X, PX denotes the set of subsets of X (i.e. PX := {4 C X}),
DX denotes the set of distributions over X (i.e. DX = {d: X — [0,1] |
Hz € X | {(x) > 0}] is countable and ) . f(z) = 1}) and Ds X denotes the set
of subdistributions over X.

Otherwise specified, we assume that R and a subset A of R are equipped with
the standard o-algebras. For a measurable space (X,§x), we write G(X,Fx)
for a measurable space (GX,Fgx), where GX is the set of probability mea-
sures over (X,Fx), and §gx is the smallest o-algebra that makes a function
evg : GX — [0,1] defined by ev(a) := a(A) measurable for each A € Fx (see
also [39] and Definition 2.4.6). Similarly, we write G5(X,Fx) for a measurable
space (GsX,§g.x) where G X is the set of sub-probability measures over (X, Fx)
and §g.x is a o-algebra defined as above. For x € X, §, denotes the Dirac mea-
sure at x, i.e. a probability measure such that §,(A) = 1if v € A and 0 otherwise.



Note that when X is equipped with the discrete o-algebra PX, GX = DX and
Gs X = Dy X. We sometimes implicitly use these isomorphisms. For example, we
might write [0 — %, 1 %] for a probability measure over (N, PN). If Fx is clear
from the context, we sometimes write X for a measurable space (X, §x). Hence

we may write GX for both a measurable space G(X,Fx) and its underlying set.

For measurable spaces (X1,8x,),---, (Xn,8x,,), we write (X1,8x,) X -+ X
(Xn,8x,) for a measurable space (X1 X -+ X Xp, Fx;x--xX,,) where Fx, x..xx,
is the smallest o-algebra containing A; x --- x A, for each A; € §x,,..., 4, €

Sx,. For a family ((Xi,SXi))iel of measurable spaces, ][;c;(Xi,§x;) denotes
(Hz‘el X“SHieri) where SﬂiaXi = {Uiel{(’i,x) |z € Ai} |Viel. Ac S"Xi}.

2.2 Transition Systems

In this section, we define four types of transition systems and related notions.
The first two notions (in Sections 2.2.1-2.2.2) are used in Chapters 3-4 while the
other two (in Sections 2.2.3-2.2.4) are mainly used in Chapters 5-6.

2.2.1 Nondeterministic Parity Tree Automaton

Nondeterministic tree automata (NTA) and nondeterministic parity tree automata
(NPTA) are systems that accept possibly infinite-depth trees. The former accept
trees with respect to the trivial (acceptance) condition while the latter accept
trees with respect to the parity condition. We also define nondeterministic Biichi
tree automata (NBTA), which is a special case of NPTA.

We first review several notions regarding trees.

Definition 2.2.1 (ranked alphabet). A ranked alphabet is a pair ¥ = (X, |_|) of
a set ¥ and a function |_|: ¥ — N. For a € X, |a| is called the arity of a. For
n € N, we write 3, for {a € X | |a|] = n}.

Let ¥ be a ranked alphabet and X be a set. Otherwise specified, we regard
¥ x X as a ranked alphabet by letting |(o,z)| = |o| for 0 € ¥ and z € X, and
regard ¥ + X and X + ¥ as a ranked alphabet by letting || = |0| for z € X.

There are several definitions for tree. We follow a standard definition which
is used in [17] for example.

Definition 2.2.2 (tree and branch). Let ¥ be a ranked alphabet. A (possibly
infinite) ¥-labeled tree is a pair t = (Dy, ;) of a non-empty set D; C N* and a
function I; : D — X that satisfies the following conditions.

1. Dy is prefiz-closed, that is, for each w,w’ € N*, ww’ € D; implies w € Dy .

2. l; respects the arities, that is, for each w € Dy and ¢ € N, wi € D, if and
only if i < |l;(w)| — 1.

A tree t = (D, 1) is said to be finite (resp. infinite) if Dy is a finite (resp. infinite)
set. We write Tree§y for the set of possibly infinite 3-labeled trees, and Trees, for
the set of finite Y-labeled trees. A branch over a tree t = (Dy,l;) is an element
w € Dy. A branch is said to be finite (resp. infinite) if it is a finite (resp. infinite)
sequence. For a finite branch w = wq...w, € D; over t = (Dy,1;), we define
the w-th subtree ty, = (Diw,ltw) of t by Dy = {w' € N* | ww' € D;} and
lt7w(w’) = lt(ww’).
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Remark 2.2.3. For the sake of notational simplicity, we identify a Y-labeled tree
with a ¥-term in a natural manner. For example, an {a, b}-term (a, (b,b)) denotes
an {a,b}-labeled finite tree t = ({(),0,1},[() = a,0 + b,1 — b]). Moreover, for
{a,b, c}-labeled trees to = (Dy,lp) and t; = (D1,11), we write (c,to,t1) for a tree
t={)U{0w|we Do} U{lw |w e D1},[{) — ¢, 0w — ly(w), lw — 11 (w)]).

We are now ready to define the notions of NTA, NPTA and NBTA.

Definition 2.2.4 (NTA, NPTA and NBTA). Let ¥ be a ranked alphabet. A (-
labeled) nondeterministic tree automaton (NTA) is a pair A = (X, 7) consisting
of a state space X and a transition function 7: X — P(HiEw X X Xi). A (-
labeled) nondeterministic parity tree automaton (NPTA) is a triple A = (X, 7, p)
such that the first two components constitute an NTA and p: X — {1,...,2n}is
a priority function where n is a positive integer. A (X-labeled) nondeterministic
Biichi tree automaton (NBTA) is a triple A = (X, 7, Acc) where the first two
components are the same, and Acc C X is the set of accepting states.

We next define languages of NTAs, NPTAs and NBTAs. We define them as
functions that map each state to the set of trees accepted from the state. To this
end, we first define functions that map each state to the set of accepted run trees.

Definition 2.2.5 (run tree). Let A = (X, 7) be a ¥-labeled NTA. We regard
X x ¥ as a ranked alphabet as in Definition 2.2.1. For xz € X, a (possibly
infinite) run tree over A from x is a (X x X)-labeled tree p = (D,,1,) such that:
i) 71 (1,(())) = @; and i) for each w € Dy, if I,(w) = (z,a) and l,(wi) = (z;,q;) for

each i € {0,...,]a| — 1} then (a,zo,...,%|q-1) € T(x). A run tree is called finite
if it is a finite tree. We write Run%y (x) (resp. Run’y(x)) for the set of possibly
infinite (resp. finite) run trees from x, and let Run%(A4) := UzeaRuny () and

Run’(A) := UzcaRun’y(z) for A C X. A run tree over NPTA or NBTA is
similarly defined.

A run tree and a tree is connected by the following function.

Definition 2.2.6 (DelSt(r)). Let A = (X, 7) be a X-labeled NTA. We define
a function DelSt : Run%(X) — Treeyy by DelSt((D,,l,)) = (Dy,1},) where
Il (w) := m(l,(w)). A function DelSt for an NPTA or an NBTA is similarly
defined.

All the run trees are accepted by NTA. In contrast, run trees on NPTAs (resp.
NBTASs) are accepted if they satisfy the parity (resp. Biichi) condition.

Definition 2.2.7 (accepting run). Let A = (X, 7, p) be a ¥-labeled NPTA. A run
tree p = (D,,l,) over A satisfies the parity (acceptance) condition (or simply is ac-
cepting) if for each infinite branch wowiws . .. over p, limsup; o p(l,(wo . .. w;))
is even. We write Runy(x) for the set of accepting runs in Run4(z).

A run tree p = (D,,l,) over a X-labeled NBTA A = (X,7,Acc) satisfies
the Biichi (acceptance) condition (or is accepting) if for each infinite branch
wowws . . ., lp(wo ... w;) € Acc for infinitely many i’s. We define RunﬁCC sim-

ilarly.

Remark 2.2.8. An NBTA A = (X, 7, Acc) induces an NPTA (X, 7,p) withn =1
where p(z) = 1 if x ¢ Acc and 2 otherwise. It is easy to see that a run tree on
an NBTA is accepting if and only if it is accepting on the induced NPTA. Hence
NBTA is a special case of NPTA.

We can now define languages of NTAs, NPTAs and NBTAs.

11



Definition 2.2.9 (L%, L%, L%, L5).

e Let A= (X,7) be a X-labeled NTA. The ﬁm’te language of A is a function
L% : X — P(Tree};) defined by L% (x) := {DelSt(p) | p € Run®y(z)}. The
ﬁmte language of an NPTA or NBTA is deﬁned in the same way.

e Let A = (X,7) be a X-labeled NTA. The inﬁmtaryl language of A is

a function L%: X — P(Treeyy) defined by L¥(z) := {DelSt(p) | p €
Run?® (x)} The infinitary language of an NPTA or NBTA is defined in the
same way.

e Let A = (X,7,p) be a X-labeled NPTA. The (pam'ty) language of A is
a function Lf: X — P(Treey) defined by LP(z) := {DelSt(p) | p €
Run ACC } The (Biichi) language LB 5 of an NBTA A is similarly defined.

Remark 2.2.10. For an NPTA A = (X, 7, p), we have the following inclusions for
each z € X: Run’(z) € Run(z) € Run%(z) and L*(z) C LP(2) C L¥ ().
From a fixed point-logical perspective, Run’(x) and L% (x) are the least fized-
points of certain functions, Run%y (x) and L% (x) are the greatest fized-points of
the same functions, and RunACC(x) and L (z) are alternating fized-points be-
tween them. In Chapter 3, we will characterlze Lp by categorically translating
these fixed point-logical characterizations of RunACC and Lp

Remark 2.2.11. If we regard sets A and {v'} + A as ranked alphabets by letting
|[v'| = 0 and |a| = 1 for each a € A, then there exist canonical isomorphisms
Treep” = A”, Tree), o = A%, Treep = () and Treel, 4 0 = A"

When ¥ = A, we can identify a Y-labeled NTA with an A-labeled nondeter-
ministic word automaton (NWA). For an NWA A = (X,7) we have Runy C
(X x A)¥ and Run’ = (), and therefore L% and L% are considered to take values
in A¥ and () respectively. Similarly, we can identify an A-labeled NPTA (resp.
NBTA) with an A-labeled nondeterministic parity (resp. Biichi) word automaton
(NPWA, resp. NBWA).

When ¥ = {v'} + A, we identify a X-labeled NTA with an A-labeled nonde-
terministic word automaton with accepting states by regarding a state x € X as
accepting if v € 7(x). We have Runyy C (X x A)>* and Run’y C (X x A)*X,
and therefore LY and L% take values in A and A* respectively. Note that the

notion of “accepting state” in this remark is different from the one on NBTAs
(Definition 2.2.5).

2.2.2 Probabilistic Parity Tree Automaton

We next define probabilistic tree automaton and probabilistic parity tree automa-
ton. They are quantitative variants of NTA and NPTA respectively.

Definition 2.2.12 (PTA, PPTA, PBTA). Let ¥ be a ranked alphabet. A (gen-
erative) probabilistic tree automaton (PTA) is a pair & = ((X,§x),&) consisting
of a standard Borel space (X, Fx) called a state space and a measurable function

€+ (X,5x) = G [T (B0, PE) ¢ (X,8x) X+ x (X, 5x))

new

n

called a transition function. A (generative) probabilistic parity tree automa-

ton (PPTA) is a triple & = ((X,§x),& p) such that ((X,Fx),€) is a PTA

1We use a term “infinitary” to mean “possibly infinite.”
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and p: X — {1,...,2n} is a measurable function called a priority function,
where n is a positive integer. A probabilistic Biichi tree automaton (PBTA)
o = ((X, 5x),¢&, /-\CC) is defined in a similar manner (cf. Definition 2.2.4).

A Y-labeled generative PTA generates a possibly infinite 3-labeled tree in a
probabilistic manner. To define a language of a PTA, we have to introduce a
o-algebra into the set of X-labeled trees. As usual, it is defined using cylinders.

Definition 2.2.13 (cyl(t) and §1yeer). Let X be a ranked alphabet. We define
a ranked alphabet {L} + ¥ by adding a letter L such that |L| = 0. For ¢t =
(D¢, i) € Tree} |y, and t' = (Dy, ly) € Treesy, t is a prefiz of t' if Dy € Dy and
li(w) # L implies l;(w) = Iy (w) for each w € D;. We write ¢ < t' in this case.
For t € Treef .y, a set {t' € Treey | t < t'} of possibly infinite trees is
called the cylinder set generated by ¢, and denoted by cyl(t). We write §rreese
for the smallest o-algebra containing {cyl(t) C Tree$y |t € Treef |, .5}, and call

it the o-algebra generated by the cylinder sets. We define a g-algebras STreey, OVEr
Trees, by $rees, == {ANTreey, | A€ STree*E}.

As we have done in Section 2.2.1, we first define the notion of run trees to
define languages of PTAs, PPTAs and PBTAs.

Definition 2.2.14 (Run(y, Run¥,). Let & = ((X,§x),&) be a X-labeled PTA.
We regard X x ¥ and {L} + X x X as ranked alphabets as in Definition 2.2.1.
A run tree over o7 is a (X x X)-labeled tree. For x € X, we write Run%)(x)
for the set of possibly infinite run trees over &/ such that the first component
of its root node is labeled by z. We define a o-algebra Fruncs(x) over Run%)(x)
by {ANRunf(z) | A € F1veey, . }- We write RunZy(A) for |J,c 4 Rungy(x), and
Srunze (A) for {U,es Bi | Bi € STree;(XE(x)}. We similarly define sets Run?, ()
and Run?}, of finite run trees and o-algebras SRun (z) and §runz, on them. The
notions are defined for PPTAs and PBTAs similarly.

A PTA & induces a probability measure Lgun over the set of run trees. To
define it, we first have to calculate the probability where &/ does not diverge.
This probability is obtained by: i) calculating a probability NoDivy(z) where &7
does not diverge for k steps starting from z; and ii) take the limit of k — oo.
Definition 2.2.15 (L), Let & = ((X,§x), &) be a X-labeled PTA. We induc-
tively define a probability measure L2 (z) over (Run? (), Spumg(x)) as follows:

e For each k € w, we inductively define a function NoDivy: X — [0, 1] as:

— NoDivy(x) := 1; and
— NODin_A'_l(ZU) = f(a@l’m’wn)eu X X" H?:]_ NODIVk(xl)dé.(x) :

It is easy to see that k& < &k’ implies NoDivg(z) > NoDivy (z). For a run
tree p' = (D',1') € Tree] |, y,x(x) such that D' = {()} and I'(()) := L,
we let LR (2) (cyl(p')) := limy_,o0 NoDiv(z) .

new

o For p' = (D',l) € Treef | xx(x) such that I'(()) = a € Xy, we let

n

L™ () (eyl(p)) = /( | TT L5 (@) (eyi(ph) ) dé () -

ela}xXxn i
The probability measure Llf;}n is well-defined: by the Kolmogorov extension the-

orem (see e.g. [103]), a prdbability measure satisfying the above conditions is
unique. We define LE}“ for PPTAs and PBTAs in the same way.
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We can now define languages of PTAs, PPTAs and PBTAs.
Definition 2.2.16 (L*,, L%, L” ).
o Let &7 = ((X, SX)7§) be a X-labeled PTA. The finite language of & is a
function L, : X — G(Tree},, §rrees ) defined by L¥, (x)(A) := L () ({ pe
Tree¥, v (z) | DelSt(p) € A}) . Define L*, for PPTAs and PBTAs similarly.

o Let & = ((X7 3X),5) be a Y-labeled PTA. The infinitary language of
o is L: X — G(TreeSy, Frveez) defined by LY (z)(A) := Lf;un(x)({p €
Tree§, x;(z) | DelSt(p) € A}) Define LS9 for PPTAs and PBTAs similarly.

o Let o = ((X, $x),¢&, p) be a Y-labeled PPTA. The (parity) language of
4 is a function L?: X — Q(Tree%o,gq\ree%o) defined by LP (z)(A) :=
Llj;;n(x)({p € Tree¥,s(x) | DelSt(p) € A} N Run?cc(x)>. The (Biichi)
language LE} of a Y-labeled PBTA is similarly defined.

2.2.3 Two-player Game

We define two types of two-player games: a reachability game and a parity game.
The notion of ranking function [35] that we will categorically generalize was
defined for the former. The latter was used in the formalization of fair simula-
tion [50, 32, 117].

We first define notions that are common to reachability games and parity
games. We start with the notion of game structure, on which a game is played.

Definition 2.2.17 (game structure). An (alternating) game structure is a quadru-
ple G = (XMax xMin pMax pMiny congisting of a set XM of Player Max’s
states, a set XM of Player Min’s states and transition relations EMax C XMax »
XMin and EMin C XMin % XMax_

A run is a sequence of states respecting the transition relations.

Definition 2.2.18 (Rung). Let G = (XMax xMin pMax pMin) he 3 game struc-
ture. An infinite run over G is an infinite sequence zoxjziz] ... € (X Max o
XMimyw guch that (z;,2)) € EM*™ and (2}, 7;41) € EM® for each i € w. A partial
run over GG is a possibly infinite sequence

zoxhria] ... € (XMax s xMinmye oo xMaxo £ )
U (XMax % XMin)Jr % {J—Min} U (XMax % XMin)w
that is a prefix of an infinite run over G if we ignore Lyjax or Lyin. For z € XMax,

we write Rungy (z) for the set of runs whose first component is  and Rungy (A)
for (J ¢ x Rung’(A).

We can now define the notion of two-player game.

Definition 2.2.19 (two-player game). A two-player game is a quadruple & =
(X Max  xMin  pMax  pMin W) where the first four components constitute a game
structure and W C Run?;}Max X Min_pMax EMin)(X ) is the set of winning runs.

We next define the “winner” of a game. Briefly speaking, the winner is a
player who has a strategy such that the player can win the game regardless of
the opponent’s strategy as long as the player follows the strategy.
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Definition 2.2.20 (strategies). Let & = (X Max xMin pMax pMin 11/ he 5 two-
player game. Player Max’s strategy for & is a partial function sM®* . (XMax
XMinysy xMax o xMin gych that if sM*™(zyo... 2 1%i_12:) = y # L then
(zi,y) € EM2. Player Min’s strategy s™M" : (XMax x xMinyx o xMax o yMin o
XMax for & is similarly defined. We write Gga" and 61&41“ for the sets of
Player Max’s strategies and Player Min’s strategies respectively. A strategy
sMax ¢ 6&/{‘”‘ is called positional if there exists a function s : XMax — xMin gyych
that sM(2oyo ... 2, 1yi_17;) = s(x;) for each zoyo...zi_1yi12; € (XM x
X Minyx s xMax  The notion of Player Min’s positional strategy is similar.

An initial state and strategies of Max and Min uniquely determine a run.

Definition 2.2.21 (p, oMax guin). Let & = (XMax yMin pMax pMin 177 he g
two-player game. For x € XMax gMax ¢ Gga" and sMn ¢ 61&““, we inductively
define a run p, oMax gMin = ToYor1y1 - - - € Rung’ (z) as follows.

e 1) :=ux;

o If sM™(g;) = y # L then y; := y. Otherwise, we let 7; := Lyax and the
run ends here.

o If sMin(y,) = 2/ # | then x;41 := 2/. Otherwise, we let ;1 := Ly, and
the run ends here.

We are now ready to define the “winner” of a game. Player Max wins if a
winning run p € W is constructed or Player Min gets stuck. Player Min wins
otherwise.

Definition 2.2.22 (winning strategy/player/region). Let & = (XMax xMin
EMax pMin 117) he a two-player game. A run p = Toyor1yi ... € Rung is win-
ning if p € W or it is a finite sequence whose last component is Lyg,. For
z € XMaX Player Max’s strategy sM2* ¢ 61&/{&" is winning from x if for each
sMin ¢ GIG\;ﬁn the Tun p, oMax omin is winning. Similarly, Player Min’s strategy
sMin e SR is winning from x if for each sM** € G the run p, Max gvin s
not winning. Player Max (resp. Player Min) is winning from x if there exists a
winning strategy for Player Max (resp. Player Min) from z. The winning region
(for Player Max) is the set Wing C X™M#* of states where Player Max is winning.

Note that it is not that if Player Max is not winning from x then Player Max is
winning from z. A two-player game that satisfies this condition and its opposite
is especially said to be determinate. In fact, all the two-player games that we
consider in this thesis satisfy the following stronger determinacy.

Definition 2.2.23 (positional determinacy). A two-player game ¢ = (XMax,
XMin pMax pMin 117 i positionally determinate if the following conditions are
satisfied for each 2 € XMax,

e If Player Max is winning from z, then there exists a positional strategy
sMax ¢ 61&4‘”‘ that is winning from .

e [f Player Min is winning from z, then there exists a positional strategy
sMin ¢ GIQ\;[IH that is winning from =z.

A reachability game and a parity game are both defined as game structures
equipped with additional data. Both of them induce a two-player game. They
are known to be positionally determinate [41].
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Definition 2.2.24 (reachability game). A reachability game is a tuple T =
(XMax xMin  pMax pMin “Acc) where the first four components constitute a game
structure and Acc € XM#% is the set of accepting states. A reachability game
induces a two-player game &7 = (XMax xMin pMax pMin 117y where W is the
set of runs xgyor1y1 ... such that x; € Acc for some 1.

Definition 2.2.25 (parity game [31]). Let n be a positive integer. A parity
game is a tuple S = (XMax xMin pMax pMin 5y where the first four components
constitute a game structure and p : XM — {1,...,2n} is a priority function. A
parity game G = (XMax xMin pMax pMin 5y ipduces a two-player game G5 =
(XMax xMin pMax pMin 117) where W is the set of infinite runs zoyox1y1 ...
such that limsup;_, . p(x;) is even.

We shall identify 7 and &7, and S and B¢ respectively.

2.2.4 Probabilistic Transition System

We define probabilistic transition systems, for which we will later introduce prob-
abilistic ranking function notions. They are unlabeled systems.

Definition 2.2.26 (probabilistic transition system). A probabilistic transition
system (PTS) is a triple F = ((X, 5x),¢&, Acc) of a standard Borel space (X, §x)
called a state space, a measurable function £ : (X,Fx) — G(X,Fx) called a
transition function, and a measurable set Acc C X of accepting states.

We next define the notion of reachability probability. 1t is defined in a dual
manner to a function limg_,, NoDivg(z) in Definition 2.2.15.

Definition 2.2.27 (Reachs). Let 7 = ((X,§x),& Acc) be a PTS and A C X.
For each k € w, we inductively define a function Reach? 4: X —[0,1] as follows:

3 Reachf)g,A(x) :=0; and
e Reach® ) (z):=1if v € A and Jwex Reachf"’g,A(az’) d¢(x) otherwise.

It is easy to see that £ < k' implies Reach;A(:c) < Reachf‘%A(az). We define a
reachability probability function Reachz 4: X — [0, 1] as follows:

Reachz a(x) := klglolo Reachl}A(az).

We write Reach 7 (x) for Reach 7 acc(z).

By an easy induction on k, we can prove that Reach » is a measurable function.

2.3 Fixed Point Logic

In this thesis, the notion of fixed point plays a very important role.

2.3.1 Fixed Point Theorems

We shall review some theorems regarding fixed points. Some of them use the
following transfinite-inductive construction of fixed points.

Definition 2.3.1. Let (L,C) be a poset and f : L — L be monotone function.
For a post-fixed point | € L of f (i.e. I < f(I)) and an ordinal a, we define
f%(1) € L by the transfinite induction as follows:
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o fOx) =1
e If a is a successor ordinal then f9(1) := f(f*(1)).

e If ais a limit ordinal then f*(1) := | |, ., f%(1), where || denotes the supre-
mum. If such a supremum does not exist, then it is undefined.

Note that by the monotonicity of f, a < a implies f%(1) C f (1). We define f%(l)
similarly when [ € L is a pre-fixed point, i.e. f(I) <.

The following three constructions of least fixed points are well-known.

Theorem 2.3.2. 1. (Knaster-Tarski, see e.g. [105]) Assume that (L,C) is a
complete lattice. Then the set {l € L | f(I) C 1} of pre-fized points forms a
complete lattice. Moreover, its least element is the least fived point of f.

2. (Kleene, see e.g. [101]) Assume that (L,C) is w-complete (i.e. each in-
creasing chain has the supremum) and f is w-continuous (i.e. it preserves
w-supremums). If x is a post-fived point of f then f¥(l) is a fized point of
f. FEspecially, if | is the least element then it is the least fized point.

3. (Cousot-Cousot, [27]) Assume (L,C) be (upward) directed complete (i.e.
each directed subset has the supremum). Let x be a post-fixed point of f.
Then for each ordinal a, f(1) is defined. Moreover, if |L| < |a| then f*(1) is
a fized point of f. Ifl is the least element then it is the least fived point. [

The above theorems and their dual statements provide us with the following
well-known statements for over/under-approximating the least fixed point.

Corollary 2.3.3. Let |l € L. Assume that f has the least fized point uf.

1. If (L,C) is a complete lattice; f is w°P-continuous; or (L,C) is downward
directed complete, then f(l1) C 1 implies pf C 1.

2. Assume L has the least element L. Then for each ordinal a such that f*(L)
is defined, we have f(L) C uf. O

Corollary 2.3.3.1 is also called the Knaster-Tarski theorem. The dual theorems
provide methods for over /under-approximating the greatest fixed point.

We end this section with the following theorem about the preservation of least
fixed points. The result is new to us (hence we give a proof), but hardly original.

Theorem 2.3.4. Let (M,Cys) and (N,Cy) be posets, g: M — M and h: N —
N be monotone endofunctions, and k : M — N be a monotone function. Assume
that g and h have the least fized points pg and ph respectively. If the following
conditions are satisfied, then we have k(ug) Cn ph.

1. (M,Cyy) has the least element L yr. Moreover, k is strict, i.e. k(Lyy) is the
least element in (N,Cy).

2. k(g(1)) Cn h(k(1)) for each | € L.
3. Fither of the following conditions are satisfied:

o (M,Cyy) has the least element and is w-complete, and g is w-continuous.
Moreover, k is w-continuous, i.e. for each sequence log Ty l1 Car lo 5

- in M, we have g(| ;e i) = Uicw 9(L)-
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o (M,Cyy) has the least element and is upward directed complete. More-
over, k is (upward) directed-continuous, i.e. for each directed subset

AC M, we have g(| |;csl) = Liea 9()-
Bspecially, if k(1) = h(k(D) for each 1 € M then k(ug) = uh

Proof. We prove the statement when (M,C;;) has the least element and is
upward directed complete. The proof for the other case is similar.

Let m be an ordinal such that |M| < |m|. By Theorem 2.3.2.3, ¢%(Ly) € M
is defined for each an ordinal a, and ¢g™(Lys) = pg. We prove k(g“(J_M)) Cn uwh
by the transfinite induction on a.

If a = 0, by the assumptions, we have:

k(g*(Lar)) = k(Ly) = Ly En ph.

Let a be a successor ordinal and assume k:(ga_l(J_ M)) Cn ph. Then we have,
k(9" (L)) = k(9(9"(La))) En h(k(g"(Lar))) En h(uh) = ph.

Let a be a limit ordinal and assume k(ga/(J_ m)) Cn ph for each a’ < a. Then,
k(g (Lan) = k(] 9% (Lan) T k(|| uh) = hluh) = uh.
a'<a a'<a
Hence we have k(ug) = k(g™ (L)) En ph.
Assume that k(g(l)) = h(k(l)) for each [ € M. Then

h(k(ng)) = k(g(ng)) = k(ng) -

Hence k(ug) is a fixed point of h, and together with k(ug) Cx ph, we have that
k(ug) = ph. O

By reversing the order, we can prove its dual statement about the preservation
of greatest fixed points.

2.3.2 Hierarchical Equation System

A hierarchical equation systems (HES for short) is a representation of an alter-
nating fixed point used in [26, 6].

Definition 2.3.5 (HES). Let m € N. A hierarchical equation system (HES) is a
finite family of equations of the following form.

U1 :7]1 f].(u].a"' 7um) S (Llagl)
poduz =g folu,... um) € (L2,C2)

U = F(UWse ey Um) € (L, Ci)

Here for each i € {1,...,m}, (L;,C;) is a poset, u; is a variable that ranges over
L;, n; € {p,v} and f;: L1 X -+ X Ly, — L; is a monotone function.

We write C for C; if no confusion is likely.

An HES is commonly defined over complete lattices (see e.g. [26, 6, 49]).
However, in this thesis, we do not assume L; to be a complete lattice. See
Remark 3.8.2 for an example of HES over posets that are not complete lattices.

An HES determines a fixed point of a function f1 X -+ X fy,, : Ly X -+ - X Ly, —
Ly x---x Lm.
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Definition 2.3.6 (solution of HES). Let E be an HES as in Def. 2.3.5. For each
1 €{l,...,m} and j € {1,...,i} we inductively define functions fzi c Ly x - X
L,, — L; and l;i) : Liy1 %+ x Ly, — L; as follows (we do not have to distinguish
the base case from the step case):

° f}(ui, ey Upy) = fi(lgifl)(ui, ey Uy - .,llgil)(ui, ey Upn) s Wiy e e ,um).

o lgi)(Ui+1,...,um) is the least (resp. greatest) fixed point of

f}(i,uiﬂ,...,um) : Ly — L; if n; = p (resp. v). If such a least or
(i

greatest fixed point does not exist, then liz) (Uit1, .-, Up) is undefined. For

j <1, we let l](.i) (Wig1y. ooy Up) = l§i_1)(l§i)(ui+1, e Un) s Wi 1y - ey U

We call (lgi), e ,ZZ@) the i-th intermediate solution (if it exists). Note that lgm)

has a type 1 — L; where 1 denotes a singleton. The solution of the HES E' is a
tuple (u$°, ..., us!) € Ly X - -+ X Ly, defined by u$! := ll(.m)(*) for each i, where
x denotes the unique element in 1.

2.4 Categorical Preliminaries

Category theory plays the central role in this thesis. In this chapter we review
categorical notions.

2.4.1 Preliminaries on Basic Category Theories

We first review the notions of category, functor, natural transformation, limit,
colimit, product, coproduct, final object and initial object. They are all basic. See
also [76, 10, 60].

Definition 2.4.1 (category). A (locally small) category is a triple C = (|C|,
arr(C), o) consisting of the following components.

e A class? |C| of objects. We shall write X € C to mean X € |C]|.

e A family arr(C) = (C(X, Y))XYG\C\ of (small) sets. An element in C(X,Y)
is called an arrow. When f € C(X,Y), we write f: X — Y and call X and
Y the domain and the codomain of f respectively.

e Afamilyo = (_oxy,z_ :arr(C)(Y, Z)xarr(C)(X,Y) — arr(C)(X, Z)) y.ze|C]
of composite functions. We often omit subscripts and just write o for ox y, 7.

We require that the following conditions are satisfied.

e For each X € |C|, there exists an identity arrow idx: X — X such that:
idx o f = f holds for each Y € |C| and f: Y — X, and g oidx = g holds
for each Z € |C| and g : Z — Y. We sometimes write id for idx.

e For each X, Y, Z, W € [C|, f: X =Y, ¢g:Y - Zand h : Z - W,
(hog)of=ho(gof)

It is easy to see that an identity arrow idy is unique for each X.

Example 2.4.2. Here are some examples of categories.

2Briefly speaking, a class is a collection of mathematical objects specified by some property.
See e.g. [65] for more details.
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e The category Sets of sets. Its objects are given by all the sets, its arrows
are functions between them, and its compositions are given by the usual
compositions of functions.

e The category Meas of measurable spaces. Its objects are given by all the
measurable sets its arrows are measurable functions between them, and its
compositions are given by the usual compositions of functions.

e The category SB of standard Borel spaces. Its objects are all the standard
Borel spaces, and its arrows and their compositions are defined as in Meas.

The objects of SB constitute a subclass of Meas, and for each X,Y € SB,
SB(X,Y) = Meas(X,Y). We say that SB is a full subcategory of Meas for
this situation. Throughout this thesis, we shall use SB instead of Meas to
characterize probabilistic systems.

Two sets X and Y are isomorphic if there exists a bijection b: X =Y. The
notion of isomorphism can be also defined for measurable spaces. The following
definition generalizes them.

Definition 2.4.3 (isomorphism). Let C be a category and X,Y € C. We say X
is isomorphic to Y and write X =2 Y if there exists f: X - Y and g: Y — X
such that go f =idx and f o g =idy.

A functor is an operation that maps objects to objects and arrows to arrows.

Definition 2.4.4 (functor). Let C and D be categories. A functor from C to D
is a pair F' = (Fopj, Farr) of functions Fip,; : [C| — [D| and Fy,, : arr(C) — arr(D)
that satisfy the following conditions:

o if f: X =Y then Fipf : Fopj X — Fop;Y;
e for X € C, Fo,idx = idFoij; and
o for XV, Z€C, f: X >Y and g: Y = Z, (Farrg) © (Farrf) = Farr(g o f).

We write F': C — D when F' is a functor from C — ID. We often omit subscripts
and just write F' for both Fyp,; and F,r. A functor from a category to the same
category is called an endofunctor.

Here are some spacial functors.

Definition 2.4.5 (idc, Ax, F'G, F™). For a category C, we write idc for the
identity functor that maps objects and arrows to themselves, and omit the sub-
script if no confusion is likely. For categories C,D and X € C, Ax : D — C
denotes the constant functor that maps each object to X and each arrow to
idx. For functors F': C - D and G : D — E, we define the composite functor
GF :C — D by GFX := G(FX) for each an object X € C and GFf := G(Ff)
for each an arrow f in C. For an endofunctor F' : C — C, we write F" for
FF...F:C—=C

———

Here are examples of functors.
Definition 2.4.6. Let X be a ranked alphabet.
e The powerset functor P : Sets — Sets is defined by PX := {A C X} for
X € Sets and Pf(A) :={f(x)eY |z e A} for f: X =Y.
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e The lift functor L : Sets — Sets is defined by £LX := {L}+X for X € Sets
and Lf(z) = f(z)ifre X and Lifx=1for f: X =Y.

e The distribution functor D : Sets — Sets is defined as follows. For
X € Sets, DX is defined as in Section 2.1. Moreover, Df(&)(y) :=
erf_l(y)g(x) for f: X >Y, {eDX andyeY.

e The subdistribution functor Ds : Sets — Sets is similarly defined.

e The Giry functor G : SB — SB [39, 28] is defined as follows. For an
object (X,Fx) € SB, G(X,Fx) is defined as in Section 2.1. For an arrow
[ (X, 8x) = (Y,3y), 6f(a)(B) := a(f*(B)) for « € GX and B € Fy.

e The sub-Giry functor Gy : SB — SB is similarly defined.

e We define Fy, : Sets — Sets by FyX := Hiew ¥, x X' for a set X and
Fxf(a,xo,...,Tn-1) := (a, f(xo),... ,f(mn,l)) for a function f: X — Y.

e We define Fy;, : SB — SB as follows: for objects, Fx(X,§x):=(FxX,§r.x)
where §p,x is the smallest o-algebra including {{a} x A1 x--- x A, | n €
w,a € Xy, Ay, ..., Ay € §x}. For arrows, it is defined as above. It is easy
to prove measurability of the resulting functions.

e We define F, : Sets — Sets by FyX = P?X x {0,1} for a set X and
Fof(L,t) == ({{f(z) | = € A} | A € T},t) for a function f: X — Y. We

use this functor to model a reachability game later.

e We define F, : SB — SB by F,X = G(X,§x) x ({0,1},P{0,1}) for
a measurable space (X,§x) and F,f(d,t) := (Gf(0),t) for a measurable
function f : (X,Fx) — (Y,Sy), where G is defined as above. We use this
functor to model a PTS later.

A natural transformation is a morphism from a functor to a functor.

Definition 2.4.7 (natural transformation). Let C and D be categories and F, G :
C — D be functors. A natural transformation from F to G is a family a = (a X

FX — GX)X€|(C| of arrows in D that satisfies ay o Ff = Gf o ax for each
X, Y eCand f: X — Y. The last equality is called naturality, and pictorially,
Fy -2 ~qy
(LA (VA ' B
FX GX

We write o : F' = G when « is a natural transformation from F' to G.

We review the notions of (co)cone and (co)limit. A cone over a diagram is a
pair of an object L and arrows from L to the diagram that is “compatible” with
the diagram in a certain sense. A limit is a special cone that is most “universal.”

Definition 2.4.8 ((co)cone and (co)limit). Let G : D — C be a functor. Recall
that Ax denotes the constant functor.

e A cone over G is a pair (X eCa: Ax = G). A limit over G is a cone
(L,7) over G such that for an arbitrary cone (X, «) over G there exists a
unique arrow m: X — L such that vp om = ap for each D € D.
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e A cocone over (G is a pair (X eC,p:G = AX). A colimit over G is a
cocone (L, &) over G such that for an arbitrary cocone (X, 3) over G there
exists a unique arrow m : L — X such that mo &p = Bp for each D € D.

In both cases, the unique arrow m is called the mediating arrow.

It is known that a (co)limit is unique up to isomorphism if it exists.

Suppose that we are given a diagram on a category C, i.e. a subset of objects
and some arrows between them. We can define the smallest category that contains
the objects and the arrows, and there exists the canonical inclusion functor I from
the category to C. We can thus regard a cone over I as a cone over the diagram,
and when the functor has a limit, we can call it a limit of the diagram. A colimit
of a diagram is similarly defined.

A functor F' : C — E maps a cone over a functor G : D — C to a cone over
a functor FIG : D — E. We are sometimes interested in a situation where if the
former is a limit then also the latter is.

Definition 2.4.9. Let (L,v) be a limit of a functor G : D — C. We say that
an endofunctor F' : C — E preserves the limit if a cone (FL, (G’YD)D@D)) over
FG :D — Cis a limit. Preservation of a colimit is similarly defined.

We conclude this section by reviewing (co)products and final and initial ob-
jects. They are special (co)limits.

Definition 2.4.10 ((co)product). Let C be a category and (X;);cr be a family
of objects.

e A product of (X;);er is a limit over the discrete diagram consisting of
(Xi)ier, and it is denoted by (Hiel Xi,(ﬂi)iej). When I is a finite set
{1,...,n}, [L;e; X; is also denoted by X; x --- x X,,. Moreover, for a fam-
ily (fi: Y — X;)ier of arrows, we write (f;);er for the mediating arrow from

a cone (Y, (fi)icw) to ([Ties Xi, (mi)icr).-

e A coproduct of (X;)ier is a colimit over the discrete diagram consisting
of (X;)icr, and it is denoted by (]_LEI X;, (m)ig). When I is a finite set
{1,...,n}, [1,c; X is also denoted by X1 +---+X,,. Moreover, for a family
(fi: Xi = Y)ier of arrows, we write [f;];c; for the mediating arrow from

(Hie[ Xi, (7Ti>iel) to a cocone (Y, (fi)icw)-

Definition 2.4.11 (final/initial object). Let C be a category. A final object is
an object 1 € C such that for each Y € C there exists a unique arrow ly: ¥ — X.
An initial object is an object 0 € C such that for each Y € C there exists a unique
arrow iy : X — Y. We sometimes omit subscripts and just write ! and i.

Example 2.4.12. In the category Sets, a product X xY is give by a set-theoretic
product, a coproduct X +Y is given by a disjoint sum, a final object is a singleton
and an initial object is the empty set.

In SB, a product of (X,§x) and (Y,Fy) is (X XY, Fxxy) where Fx vy is the
smallest o-algebra containing {AxB | A € §x, B € §y}. A coproduct of (X, Fx)
and (Y, §y) is (X +Y,Fx+y) where Fxy is the smallest o-algebra containing
$x and §y. A final object is a singleton equipped with the trivial o-algebra, and
an initial object is the empty set with the trivial o-algebra.
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2.4.2 Algebra and Coalgebra
The following notions, especially that of coalgebra, are central in this thesis.
Definition 2.4.13 ((co)algebra and homomorphism). Let F': C — C.

e An F'-algebra is an arrow of a form a : FX — X. We call X the carrier of
a. For F-algebras a : FX — X and b: FY — Y, a homomorphism from a
to b is an arrow f: X — Y such that foa=bo Ff.

e An F'-coalgebra is an arrow of a form c: X — FX. We call X the carrier
of ¢. For F-coalgebras c: X — FX and d : D — FD, a homomorphism
from ¢ to d is an arrow g: X — Y such that F'f oc=do f.

x—7 .y rx " _py
Ya Vb fe ba
rx 2 ry Xx— 9 .y

Various transition systems are representable as coalgebras. For example, using
the functors in Definition 2.4.6, we can model the following transition systems.

Example 2.4.14. Let X be a ranked alphabet.

e A Y-labeled NTA A = (X, 7) (Definition 2.2.4) can be modeled as a PFx-
coalgebra c: X — P[22, %; x X defined by ¢ := 7.

o A Y-labeled PTA o = ((X,Fx),&) (Definition 2.2.12) can be modeled as
a GFx-coalgebra ¢ : (X, §x) — G125 x (X, Tx)" defined by ¢ := €.

e A reachability game 7 = (XMax xMin pMax pMin Acc) (Definition 2.2.24)
is modeled as an Fy-coalgebra cy : XMax — P2 xMax 5 [ 1} defined by
cr(x):=(I,t) where

, 1 (x € Acc)
r=4{z"|(y,2') € EM" z,y) € EM™ L and t¢=
a1 @oa) € BN} | (o) € BV 0 (o Aco).
e APTS .7 = ((X,5x),&) (Definition 2.2.26) is modeled as an Fp-coalgebra
cy : (X,¥x) = G(X,Fx) x {0,1} defined by cz(z) := (£(x),t) where ¢ is
defined as above.

Algebras and homomorphisms constitute a category. Its initial object is called
an initial algebra. We are also interested in its dual notion, final coalgebra.

Definition 2.4.15 (initial algebra & final coalgebra). Let F': C — C.

e An algebra a : FA — A is initial if for an arbitrary algebra b: FB — B
there exists a unique homomorphism from a to b.

e A coalgebra ¢: X — FX is final if for an arbitrary coalgebra d: Y — FY
there exists a unique homomorphism from d to c.

When we regard categories as generalizations of preordered sets (see Sec-
tion 1.3.2), an F-algebra is understood as a pre-fized point of F', and an algebra’s
being initial means that it is the least pre-fixed point. Similarly, an F-coalgebra
is a post-fized point of F, and a final coalgebra is the greatest post-fixed point.

It is not hard to prove that if = and y are both least pre-fixed (or greatest
post-fixed) points, then x < y and y < xz. Moreover, by the Knaster-Tarski
theorem (Theorem 2.3.2.1), the least pre-fixed (resp. greatest post-fixed) point
is the least (resp. greatest) fixed point. The following proposition categorically
generalizes them.
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Proposition 2.4.16 (see e.g. [60]). Let F': C — C.

1. Initial algebras are unique up-to isomorphism. That is, if 1 +: FX — X
and | : FX' — X' are initial F-algebras then there exists an isomorphism

f: X = X! such that for =1 o Ff.
2. An initial algebra is an isomorphism.

3. Final coalgebras are unique up-to isomorphism. That is, if (: X — FX
and {': X' — FX' are final F-coalgebras then there exists an isomorphism

fi X S X such that Ffo¢ =( o f.
4. A final coalgebra is an isomorphism. O

The following theorem generalizes the Kleene fixed-point theorem (Theo-
rem 2.3.2.2), and shows a way to construct initial algebras and final coalgebras.

Theorem 2.4.17 ([3]). Let F: C — C.

. . e i i
o Assume that C has an initial object 0; an initial sequence 0 —% F0 Hlro,

F2ipo

F?21 —X% ... has a colimit (A, (& :A— Fil)iew); and F preserves the
colimit. Then the unique mediating arrow & : FA — A from the colimit
(FA, (F& @ FiT0 — A)) to a cocone (Z, (&41 @ FTI0 — A)iEoJ) s an
initial F'-algebra.

o Assume that C has a final object 1; a final sequence 1 drnopp M
2 .
21 FE L has a limit (Z,(vi + Z — F'l)icw); and F preserves

the limit. Then the unique mediating arrow C¥ : Z — FZ from a cone
(Z,(Yit1 : Z = F'"1)en) to the limit (FZ,(Fvy; : FZ — F'11)) is a
final F'-coalgebra.

% 1 2 z 70 o7 o Z

i Fi_ o /A ! F! 19 /‘

0> F0——=F“0 --- =1 1 " F1<" F217... ~i¢
Féo F&*F"Z Fvo mFVZ n

Example 2.4.18 (see e.g. [113]). Define F¥; : Sets — Sets as in Definition 2.4.6.
The carriers of an initial Fy-algebra and a final Fx-coalgebra are isomorphic to
Treey, and Treesy respectively (recall that an initial algebra and a final coalgebra
are unique up to isomorphisms). When Fy, : SB — SB, the carriers are isomor-
phic to measurable sets (Tree*E, 3Tree*2) and (Tree%o, STree%o) where the o-algebras
are given as in Section 2.2.4.

Final coalgebras are very important in the theory of coalgebra, because the
unique homomorphism to it often captures “behaviors” of a coalgebra.

Example 2.4.19. We continue Examples 2.4.14. An Fx-coalgebra has a type
c: X — [I2,%i x X?, and can be understood as a X-labeled deterministic tree
automaton. Especially, if F' = A x (_), then an F-coalgebra is understood as an
A-labeled deterministic word automaton (cf. Remark 2.2.11).

For an Fy-coalgebra c: X — Fx X, the unique homomorphism X — Treey
from ¢ to ¢ assigns each x the unique tree ¢t = (D,[) that satisfies the following
condition: there exists a X x X-labeled tree p = (D', 1') such that i) 71 (1,(())) =
x; and ii) for each w € D,, if [,(w) = (x,a) and [,(wi) = (x;,a;) for each
i € {0,...,|a] — 1} then (a,o,...,2|q—-1) = c(z) (cf. Definition 2.2.5). This
function can be regarded as a “language” of c.
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However, this framework to characterize behaviors via final coalgebras does
work for some systems. One of the reasons is that a final coalgebra does not exist
for some functors. A counterexample is as follows.

Example 2.4.20. Assume that there exists a final P-coalgebra ¢(¥: X — PX.
By Proposition 2.4.16.4, we have X = PX, but it is a well-known fact that such
a set X does not exist.

Similarly if ¥; # () for some i > 0 then functors PFy;, GsFx, Fg and F, (see
Example 2.4.14) do not have final coalgebras. We will later review two types
of extension of the “final coalgebra framework” that work for those functors
(Section 3.1 and Section 5.2).

We conclude this section with a notion of coalgebra-algebra homomorphism.
As its name suggests, it is a homomorphism from a coalgebra to algebra.

Definition 2.4.21. Let F : C — C. A coalgebra-algebra homo-

FxYro
morphism from an F-coalgebra c: X — FX and an F-algebra o j Vo
o:FQ — Q isan arrow f: X = Q such that f =00 Ffoc. x o0

The above notion is useful when we are combining category theory with fixed
point logic. The main reason is that a coalgebra-algebra homomorphism is a fixed
point of the following function.

Definition 2.4.22. Let F' : C — C. For an F-coalgebra ¢c: X — FX and an
F-algebra o : FQQ — Q, we define a function ., : C(X,Q) — C(X,Q) by
Q. ,(f):=00Ffoc,ie.

; Fx - po
Oy o (X—>Q> = e} }o
X 0

Lemma 2.4.23. An arrow f: X — Q is a coalgebra-algebra homomorphism from
c to o if and only if it is a fized point of P . Ol
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Chapter 3

Categorical Trace Semantics for Biichi and
Parity Automata

One of the main goals of this thesis is to categorically generalize fair simulation,
a simulation notion for NBTAs. To state correctness of our categorical gen-
eralization, we first have to categorically characterize languages Li of NBTAs
(Definition 2.2.9). In this chapter, we achieve this goal by extending an exist-
ing framework called Kleisli approach. We will also categorically characterize
languages of NPTAs.

We will introduce two categorical characterizations for languages of Biichi and
parity automata. We shall call the characterizations a logical fixed point-based
characterization and a categorical fived point-based characterization. Both of
them make use of the well-known relationship between Biichi and parity automata
and alternating fixed points, but they differ in how the notion of alternating fixed
point is categorically reflected.

The Biichi acceptance condition is a special case of the parity acceptance
condition, and all the categorical results in this chapter are fully applicable for the
parity acceptance condition. However, as the discussions for the parity condition
is very complicated and difficult, we will first present our results for the Biichi
condition for explaining the intuition. We then discuss the parity condition. As
the latter encompasses the former, all the proofs are omitted in the former part.

This chapter is organized as follows. We first review the so-called Kleisli ap-
proach (Section 3.1). In Section 3.2 we give our categorical characterization of
Biichi automata. We give a logical fixed point-based characterization for lan-
guages of Biichi automata in Section 3.3, and give categorical fixed point-based
one in Section 3.4. In Section 3.5, we investigate the relationship between the two
characterizations. In Section 3.6, we extend the framework in Sections 3.2-3.5 to
parity automata. In Sections 3.7-3.8, we instantiate the categorical frameworks
to NPTAs (Definition 2.2.4) and PPTAs (Definition 2.2.12).

The result on the logical fixed point-based characterization and that on the
categorical fixed point-based one first that has appeared in [114] and [112], re-
spectively.

3.1 Kileisli Approach for Finite and Infinitary Trace Semantics

In this section, we review the Kleisli approach following [85, 58, 46, 47]. In the
next section we will extend it for Biichi and parity automata.

At the last of Section 2.4.2, we have seen that the “final coalgebra framework”
does not work for PFx- and GsFx-coalgebras. The key of Kleisli approach is to
focus on that P and Gy constitute monads and consider coalgebras in the Kleisli
categories (Definition 3.1.3).
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3.1.1 Monad and Kleisli Category

We review notions of monad and Kleisli category. See also [60].

A monad is a special functor equipped with structures called a unit and a
multiplication. Monads are often used to characterize side-effects like nondeter-
minism or probabilistic branchings.

Definition 3.1.1 (monad). Let C be a category. A monad over C is a triple T' =
(T,n", uT) consisting of an endofunctor T : C — C and natural transformations
n' :id = T and p” : T? = T called the unit and the multiplication respectively.!
We require that the following equalities are satisfied for each X € C.

pxonrx =idx, pxoTnx =idx and pxoprx =puxoTux .

Pictorially, they mean that the following diagrams commute.

Mx o IN% 9 e

TX <T X% _7X 12X TX
. %) . by T bt
e Spx <X T3X XL X

In this thesis, we mainly use the following monads.

Definition 3.1.2. The functors P, L, Ds and G in Definition 2.4.6 are extended
to monads as follows.

e The powerset monad P = (P,n”, u”) is defined as follows: for X € Sets,
nk: X — PX is given by 7% (z) := {z} and p¥ : P2X — PX is given by
M@(F) = UAE’Y A.

e The lift monad L = (L,n*, p*) is defined as follows: for X € Sets,
n%: X — LX is given by n%(z) := = and p% : £2X — L£X is given
by ph(z) :=zifr€ X and L ifz = 1.

o The subdistribution monad Ds = (Ds, 1P, uP*) is defined as follows: for
X € Sets, ni°: X — DyX is given by n{*(2)(2') := 1 if = 2’ and 0
otherwise, and u% : D32X — DX is given by /L%(A)(x) 1= een §(2).

e The sub-Giry monad Gs = (Gs,n%, u%) [39] is defined by: for (X,Jx) €
SB, n(g;( s5x)° X = GsX is given by n(g)s( S,X)(m) := 0, (i.e. the Dirac measure

at x), and ,u(g;{ 1 G2X — G X is given by u(g)S(’SX)(\I/)(A) = fng evadWU.

Sx)

A monad induces a category called Kleisli category. It is possible that an
endofunctor can be lifted to the Kleisli category.

Definition 3.1.3 (K{(T), J, U and F). Let T = (T,n, 1) be a monad on C. The
Kleisli category KU(T) is defined by: |IC{(T)| = |C| and K¢(T)(X,Y) =C(X,TY)
for X,Y € |KUT)|. An arrow f € K{(T)(X,Y) is called a Kleisli arrow, and
we write f: X —» Y for distinction. A composition of arrows f: X -+ Y and
g: Y - Z is defined by puz oTgo f, and denoted by g ® f. The lifting functor
J : C — KUT) is defined by: JX := X for X € C and J(f) := ny o f for
f: X = Y. The forgetful functor U : K{(T) — C is defined by: UX := TX for
X € KUT) and U(g) := py o Tg for g: X + Y. A functor F : K¢(T) — KU(T) is
called a lifting of F: C — Cif F.J = JF.

1We use the same symbol for a monad and its first component. A confusion is unlikely.
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It is well-known that there is a bijective correspondence between a lifting of
a functor and a natural transformation called distributive law.

Definition 3.1.4. A distributive law from T to I is a natural transformation
A FT = TF that makes the following diagrams commute for each X.

Ax

FTX X TFX (31)  FTX TFX  (3.2)
Fnx T Fux T HFEX T
Nrx Arx TAx
FX FT2X 25 TFTX —2ST2FX

Proposition 3.1.5 (see e.g. [60]). Let T' be a monad and F be an endofunctor
on a category C. If F : KUT) — KUT) is a lifting of F, then (FTX Hidrx,
TFX)XG(C : FT = TF is a distributive law from T to F'. Conversely if A : FT =
TF is a distributive law from T to F then a functor F : K{(T) — KU(T) defined
by FX := X for X € C and Ff := (FX 25 FTY 25 TFY) for f: X > Y is
a lifting of F'. Moreover, these constructions constitute a bijection. O

It is known for (T,F) € {(P,Fx),(L,Fs),(Ds, Fx),(Gs, Fx)} (see Defini-
tion 2.4.6 and 3.1.1), a distributive law exists (see e.g. [47, 113]), and hence
we can lift the functors to the Kleisli categories.

Example 3.1.6 (see e.g. [47, 113]). When T = P and F = Fy, a lifting FY; :
Ke(P) — KU(P) is given by Fx X = Fg X for X € K{(P) and Fx f(a,z1,...,2,) =
{(a, 1, yn) | yi € fai)} for f: X =Y. o

When T' = Gs and F = Fy, Fy, : Kl(Gs) — Kl(Gs) is given by Fy X = Fyx X
for X € Kl(Gs) and

f@)(Ar) oo fan)(An) (a=d)

Fof(a,1, o ma)({a'} x Apx - x Ay) = {o (a# ')

for f: X + Y (by the Kolmogorov extension theorem, this Fy; f is well-defined).

3.1.2 Kleisli Approach

Throughout this section, let C be a category, T' be a monad and F' be an endo-
functor over C. In the Kleisli approach, we model a system as follows.

Definition 3.1.7 (T, F')-system). A (T, F)-system is a pair (X, ¢) of an object
X € C and a T'F-coalgebra c: X — TFX.

Intuitively, T' represents the branching type and F' represents the transition
type of the system. As we have seen in Example 2.4.14, various transition systems
can be represented as (T, F')-systems by choosing suitable 7" and F'.

Assume that the functor F is equipped with a lifting F : K¢(T) — KU(T).
Then ¢: X — TFX can be regarded as an F-coalgebra in K¢(T). It is possible
that a final F-coalgebra exists even if a final T F-coalgebra does not exist.

Definition 3.1.8 (tr(c), [47]). We say that T and F constitute a finite trace
situation if the following conditions are satisfied.

Ftr(c)

e F has a lifting F : KU(T) — KU(T). FX =+ =FuF .
c = ~Ag-1
e An initial F-algebra ¢ : F(uF) — pF exists. i 4 > j; '

tr(c)
e An F-coalgebra Ju=!: uF -+ F(uF) is final (cf. Proposition 2.4.16.2).
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For ¢: X —+ FX, the unique homomorphism from ¢ to J(:f)~! is called the
(coalgebraic) finite trace semantics of ¢ and denoted by tr(c): X -+ uF.

Example 3.1.9. We continue Example 2.4.14. It is known that P and F¥ consti-
tute a finite trace situation [47]. Recall that a carrier of an initial Fx-algebra 1/
is given by Trees, (Example 2.4.18). Hence tr(c4) is a Kleisli arrow X —+ Trees,,
i.e. a function of a type X — PTrees;. It is given by L% (Definition 2.2.9).

Similarly, Gs and Fy, also constitute a finite trace situation (see a discussion
later in this section). The unique homomorphism tr(c ) has a type X — GTrees;,
and is given by L*, (Definition 2.2.16).

Hence tr(c) categorically characterizes of finite languages. We next give a cat-
egorical characterization of infinitary languages such as LY. In the finite case,
we have lifted an initial F-algebra to K¢(T") to obtain a final F-coalgebra. In the
infinitary case, we lift a final F'-coalgebra to K¢(T'). For example, when F' = Fy;,
the carrier of a final F-coalgebra (% is isomorphic to Treel (Example 2.4.18),
and therefore an F-coalgebra provides a good datatype for characterizing an
infinitary language LY : X — PTreeyy. A problem is that JCF is not a final
coalgebra in general, but a weakly final coalgebra that can admit multiple ho-
momorphisms. In [58], the problem is solved by introducing partial orders to
homsets and choosing the greatest homomorphism.

Definition 3.1.10 (tr*°(c), [58]). Assume that each homset of K¢(T") carries a
partial order C. We say that F' and T constitute an infinitary trace situation if
the following conditions are satisfied:

e [ has a lifting F : K{(T) — KU(T). foﬂ';(C)%yF weakly

c«Ak =v %«A#JC final
——+——>vF
tr°(c)
o JCF' : vF & FuF is a weakly final F-coalgebra that admits the greatest
homomorphism. That is, for an arbitrary F-coalgebra c: X - FX, there
exists the greatest homomorphism from ¢ to J¢F with respect to C.

e A final F-coalgebra ¢ : vF — F(vF) exists.

The greatest homomorphism from ¢ to J¢ is called the (coalgebraic) infinitary
trace semantics of ¢ and denoted by tr*°(c): X -+ vF.

Example 3.1.11. We continue Example 3.1.9. It is known that P and Fy
constitute an infinitary trace situation [58, 113]. The order C on each homset
Ki(P)(X,Y) of the Kleisli category is given as follows: for X,Y € Sets, f C

g vy e X. f(z) € g(x). The greatest homomorphism tr*°(c4) has a type
X — PTrees?, and is given by L (Definition 2.2.9).
Similarly, G5 and Fy; constitute a infinitary trace situation [113]. For (X, Fx),

(Y,§y) € SB, an order C on K¢(Gs)((X,§x), (Y, §y)) isdefined by f C ¢ Yvr e
X.VA € Fy. f(z)(A) < g(x)(A). The greatest homomorphism tr*(cs): X —
GsTreeyy is given by LY (Definition 2.2.16).

A sufficient condition for a monad 7" and functor F' to constitute a finite trace
situation is known. The condition uses the notion of Cppo-enriched category and
Cppo-enriched functor, which are instances of categorical notions V-enriched
category and V-enriched functor (see e.g. [14]).

Definition 3.1.12 (Cppo-enriched category). A category C is Cppo-enriched
if it satisfies the following conditions:
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1. Each homset C(X,Y) carries a partial order C x,vy- Moreover each homset
C(X,Y) is a pointed w-cpo with respect to the order, i.e. it has the least
element | xy and each increasing sequence fo Cxy f1 Cxy --- € C(X,Y)
has the supremum | |, fi: X =Y.

2. For each X,Y,Z € C, the composition (_ o_) : C(Y,Z) x C(X,Y) —
C(X, Z) is monotone with respect to the product order.

3. The composition o is w-continuous, i.e. for g: Z — X, h: Y — W and an

increasing sequence fo Cxy fi Exy ---: X — Y of arrows,
(L] fi)eg=|](ficg) and  ho(||fi)=|[(hof). (33)
<w <w <w <w

Let C be a Cppo-enriched category. A functor F' : C — C is called a Cppo-
enriched functor if it satisfies the following conditions.

(a) It is locally monotone, i.e. for each X, Y € Cand f,g: X =Y, fCxy g
implies F'f Crx ry Fg.

(b) It is locally w-continuous, i.e. for each X, Y € C and an increasing sequence
foCxy f1 Exy - € C(X,Y), we have F (||, fi) = Lo, (F fi)-

If no confusion is likely, we write C for Cx y.

Theorem 3.1.13 ([47]). If the following conditions are satisfied, F' and T con-
stitute a finite trace situation.

e The functor F preserves w-colimits in C.
e KUT) is a Cppo-enriched category.
e F is a Cppo-enriched functor.

It is known that (T, F) € {(P, Fx), (Ds, Fx), (L, Fx)} (see Definition 2.4.6 and
3.1.2) satisfies the conditions of Theorem 3.1.13 [47]. By the result for (T, F') =
(Ds, Fx), we can easily see that (T, F) = (Gs, Fx) also satisfies the conditions.
Hence each of them constitutes a finite trace situation.

It is also known that (T, F') € {(P, Fx), (Ds, Fx), (L, Fy), (Gs, Fx)} constitutes
an infinitary trace situation. However, sufficient conditions for constituting an
infinitary trace situation are not unified. In [113], two sufficient conditions are
given. One is applicable for (T, F) = (P, Fy), and the other is applicable for
(T, F) € {(Ds, Fx), (L, Fx)}. No condition is known for (7, F') = (Ds, Fy).

It is known that under the assumptions of Theorem 3.1.13, if we take the least
homomorphism instead of the greatest one in Definition 3.1.10 then we obtain a
Kleisli arrow that characterizes the same data as tr(c), in the following sense.

Proposition 3.1.14 ([47]). Assume that T and F satisfy the conditions in The-
orem 3.1.13, and hence constitute a finite trace situation. Assume also that they
constitute an infinitary trace situation. Let p : uF — vF be the unique homo-
morphism from (WF)~1 to ¢¥. For c: X + FX, we define tr*(c): X + vF by
tr*(c) := Jp ® tr(c). Then tr*(c) is the least homomorphism from c to JCF.

Ftr*(c)
— //jxi
FX=-4->FuF ———FvF

Ftr(c) FJp
T e

XL R

el 1 e ——

tr*(c)
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For example, when 7" = P and F = Fy, we have uF = Tree}, and vF =
Treesy, and p : pF" — vF is given by the natural injection.

3.2 Categorical Representation of Biichi Automata

We have reviewed that systems are modeled as (7', F')-systems (Definition 3.1.7)
in the Kleisli approach. We extend the modeling so that we can deal with the
Biichi condition.

Definition 3.2.1 (Biichi (7, F')-system). A Biichi (T, F)-system is a triple X =
(X, ¢, (X1, X2)) of an object X € C, a T'F-coalgebra ¢: X — TFX and a pair
of objects X1, Xo € C such that X = X; + Xo. For i € {1,2}, we write ¢; for
coki: X; > FX.

Intuitively, X7 collects nonaccepting states and X5 collects accepting states.

Example 3.2.2. Let Fa := A x (_). An A-labeled nondeterministic Biichi word
automaton (see Remark 2.2.11) A = (X, 7, Acc) induces a Biichi (P, Fa)-system
X4 = (X,cu,(X1,Xs)) defined by c4 =7, X7 = X \ Acc and Xy = Acc.

3.3 Characterization via Logical Fixed Point

We give one of the extensions of the Kleisli approach, which uses logical fized
point. It considers an alternating fixed point in a homset of a Kleisli category
whose homsets carry partial orders. The extension is inspired by the well-known
relationship between Biichi automata and fixed point logic (see e.g. [115]). We
characterize languages as solutions of HESs over homsets of Kleisli categories.

Definition 3.3.1 (trB(c)). Let F be an endofunctor and T be a monad on a
category C. Assume that each homset of K¢(T') carries a partial order C. We say
that F and T constitute a Biichi trace situation with respect to C if:

e [ has a lifting F : K{(T) — KU(T);
e A final F-coalgebra (¥ : vF — F(vF) exists; and
e For each Biichi (T, F)-system (X, ¢, (X1, X2)), the following HES has a

solution.
{Ul =, J(¢F)™ @E[ul,UQ] ®c € (KUT)(Xy,vF),
uy =, J(CF)TVO Flui,ug) ©@ca € (KUT)(Xo,vF),

Recall from Definition 3.2.1 that ¢; denotes ¢ o k;: X; — FX. The solution
(ui': X1 -+ vF,uy: Xy + vF) of the HES above is called the (coalgebraic)
Biichi trace semantics of c. We write trP(c) for u*! (i € {1,2}), and trB(c) for
[trP(c), trB(c)]: X —+ vF. Pictorially,

FltrP(c), try(c)] Fltri(c), tr5(c)]
Cl$ trgztc) J§F$% C2$ trgl(/c) JCF?»%
X, —+——>vF Xy — "> vF .

Example 3.3.2. We continue Example 3.6.2. We define an order on each homset
of K(P) as in Example 3.1.11, and a lifting Fp : K(P) — KU(P) of Fp as in
Example 3.1.6. Then P and Fa constitute a Biichi trace situation with respect to
them. The carrier set of a final Fa-coalgebra is isomorphic to A“. Hence trB(c4)
has a type X - A* (i.e. X — P(A¥)), and is given by trP(c4) = L5.
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3.4 Characterization via Categorical Fixed Points

We describe the other categorical characterization of behaviors of Biichi au-
tomata. In this characterization, we introduce a notion of (categorical) deco-
rated trace semantics, which is a variant of categorical Biichi trace semantics
(Definition 3.3.1). For nondeterministic Biichi word automata (Example 3.2.2),
decorated trace semantics is given as follows.

Definition 3.4.1 (DecL). Let A = (X, 7,Acc) be a Biichi automaton. We
define a set AccRun(A) C (A x {O,©})¥ as follows:

AccRun(A) := {(ao,®)(a1,@1)... € (Ax{O,0})” | @ =©O for infinitely many i}.

We define a function p: X — {(O,©} by p(z) := O if z ¢ Acc and © if
z € Acc. For each z € X, we define p : Run%f(z) — (A x {O,O})¥ by
p((ao,z0)(a1,z1)...) := (a0, p(z0))(a1,p(z1)) . ... The decorated trace semantics
of A is a function DecLE: X — P(AccRun(A)) that is defined as follows:

Decl : z — {p(p) ‘ p € Rung (), p satisfies the Biichi acceptance condition} .

In this section, we define a decorated trace semantics dtri(c) and dtra(c) as a
categorical generalization of DecLi. It makes use of categorical fixed points, that
is, fixed points of functors in the sense of Section 1.3.2.

Recall that an initial algebra is understood as the least fixed point of a functor
while a final coalgebra is the greatest fixed point a functor. From this perspective,
tr(c) and trP(c) in the previous section are described as follows: i) trf(c): X7 +
vF and tr5(c): Xy -+ vF constitute an alternating fixed point; and ii) their
codomain vF is the greatest fixed point of F. In contrast, dtri(c) and dtra(c)
are described as follows: i) dtri(c): X1 - U and dtra(c): Xo -+ Us®! constitute
the greatest fixed point; and ii) their codomains UlSOl and U2SOl are an alternating
fixed point.

3.4.1 Alternating Fixed Point of Functor

We first define datatypes UlSOl and U2SOI categorically. Intuitively speaking, they
are the solution of the following “HES.”

Uy =, F(Ui+Uy) e€C (3.6)

Uy=, F(Ui+Uy) €C :
When we try to solve the above “HES” in the same manner as ordinary HESs
(Definition 2.3.6), we first calculate the intermediate solution for the first equa-
tion. It is the “least fixed point” of U; — F(U; + Us) regarding an object Us a
parameter. Such a parameterized least (or greatest) fixed point of a functor is
formally defined as follows.

Definition 3.4.2 (F't, F?). Let F: C — C. Note that for each X € C, we can
define a functor F(_ + X): C — C.

e Assume that an initial F'(_ + X)-algebra exists for each X. We define a
functor F*: C — C as follows:

— for X € C, FTX is given by the carrier of (a choice of) an initial
F(_ + X)-algebra (&; and

—for f: X - Y, FTf: FtX — FTY is given by the unique homomor-
phism from (& to & o F(idp+y + f) (see the left diagram below).
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e Assume that a final F(_ + X)-coalgebra exists for each X. We define a
functor F¥: C — C as follows:

— for X € C, F®X is given by the carrier of (a choice of) a final F/(_ +
X)-algebra ¢¥; and

—for f: X - Y, Fof : F®X — F?Y is the unique homomorphism
from F(idpex + f) o C§ to (I (see the right diagram below).

F(F+X+X%~7>F(F+Y+X) F(F@XJFY)F* 77>F(F@Y+Y)
VF(id+f) F(id+f)}
X (= = F(FtY +Y) F(F®X +X) = |
Fty I Gt FOf
FtX - -—-—=-— ~FtYy D G ~ FoY

We can think of (_)" and (_)% as operations that transform a functor to
a functor. This means that it is possible to apply (_)* or (_)® to a functor
multiple times and consider functors like (F7)®. In the rest of this thesis, we
shall omit parentheses and just write F*® for (F)® for simplicity.

Using the defined data, we can solve the “HES” (3.6) as follows. By Defi-
nition 3.4.2, the intermediate solution for the first equation of (3.6) is given by
FTU,. We next substitute U; in the second equation with F'TUs,, and get an
equation Uy =, F(FTU, + Us). Note that the right-hand side is isomorphic to
F*U;. Hence the greatest fixed point of this equation is given by the carrier of
the final F'-coalgebra, i.e. F*®0. We finally substitute Us in the intermediate
solution F*U, with FT®0, and obtain F*(F*%0).

The datatype F+®0 and AccRun(A) in Definition 3.4.1 are related as follows.

Example 3.4.3. For Fp = A x (_), we have Fy X ¥ ATX, FPX = ATX +
A¥, FSP0 = (AT)¥ and Fy (Fy90) = AT(AT)“. An element (agoaoi - - - dong)
(a10a11 - - - A1ny) - - - € FTP0 = (AT)¥ is identified with the following sequence.

(a00,©)(ao1,0) - - . (@ong, O)(a10,©)(a11,0) - - . (a1n,,O) - .-
€ (Ax{O}) x (Ax{O,0}H“. (3.7

That is, © appears each beginning of a subsequence. Note that by its construc-
tion, the first letter is decorated with ©), and ©) appears infinitely many times.

In contrast, for ag .. .an((aooam e Aopg ) (@10a11 - Q1ny ) - ) € FT(Ft90) ~
AT (AT)¥, we regard that no accepting state is visited in the first part ag. .. ay,,
and identify it with the following decorated sequence:

(GO,O) s (anaO)(CLOOa@)(aOlaO) cee (CLOno,O)(G107©)(01170) cee (alnlaO) e
€ (Ax{O}) x (Ax{O,0})”. (3.8)

The first letter is labeled with (), and ©) appears infinitely many times again. By
(3.7) and (3.8), there exists a canonical bijection AccRun(A) = AT (AT)¥+(AT)«

Remark 3.4.4. As a final coalgebra C(If " is an isomorphism, we can easily see
that FT(Ft®0) = FT®0. Indeed, in Example 3.4.3, we have (AT)* = AT(AT)~.
However, in this paper, mainly for the sake of simplicity of notations, we explicitly
distinguish them and later define categorical decorated trace semantics as a pair
dtri(c): X1 - FT(F1t90) and dtra(c): X2 -+ FT90 of Kleisli arrows.

Remark 3.4.5. The definition of FT is similar to that of the free monad F*
over F, which is defined as follows: for X € C, the object F*X is the carrier
of an initial (F(_) + X)-algebra. For Fa = A x (_), while Ff X =~ ATX,
F;X =~ A*X. Similarly, the definition of F® resembles that of free completely
iterative monad [80].
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3.4.2 Lifting '™ and F® over K/(T)

In order to take the “Kleisli approach” with the functors F* and F®, we have
to lift them to the Kleisli category.

We show that under certain conditions, a lifting F : K{(T) — KU(T) of F
induces liftings FT : KA(T) — KU(T) of F* and F® : KA(T) — KU(T) of F®.

Definition 3.4.6.

1. Assume T and F(_ + A) constitute a finite trace situation for each A € C.
For X € C, we let FTX := FtX. For f: X -+ Y, we define FTf :
F*X - FTY as the unique homomorphism from F(idp+x + f) © J (&) 7?
to J(&)7L.

2. Assume T and F(_ + A) constitute an infinitary trace situation for each
A€eC. For X eC, welet FOX := F®X. For f: X Y, we define FOf :
F®X - FPY as the greatest homomorphism from F(idge x + f) ® JCE to

J¢E.
F(FTX +Y)— + = F(FtY +Y) F(FOX +Y) —t— F(FOY +Y)
Fldoph  FOETf+idpiy) Tuaeph FETf+ideox)
F(FfX+X) = J@)l% F(F?X +X) = Jci%
J(F) T e = JCE e —
Uprx o - T gty Fex | pey

Remark 3.4.7. It is known that J : C — K/(T) preserves coproducts (see
e.g. [60]). This implies that if a lifting F' of F is given then a lifting F(_ + A) :
KO(T) — KUT) of F(_ + A) is given by F(_ + A), a composition of of F :
KUT) — Kl(T) and (_ + A) : KI(T) — K¢(T) (note that the last + denotes the
coproduct in K¢(T)).

We have to check functoriality of F+ and F'®, and that they are indeed liftings
of F* and F®. Functoriality of F'T is easily proved by the finality. In contrast,
functoriality of F'® does not necessarily hold.

Example 3.4.8. We define F' : Sets — Sets by F' = {o} x (_) x (_). Let
X ={z} and Y = {y1,y2}, and define f: X - Y and ¢g: Y + X in K{(Ds) by
f(@) = [y1 = 3,92 — 3] and f(y1) = f(y2) = [z — 1]. In a similar manner
to Example 3.4.3, we can show that F®X is isomorphic to the set of possibly
infinite binary trees whose depth is greater than 1, nodes are labeled with o and
leaves are labeled with z. A set FPY is similar. Let tx € F®X be an element

identified with a tree o(z,o(x,0(z,...))). For each ty € FPY,

FOf(tx)(ty) = J(E) ' OF (F® f+idy )0 F (id+ f) ol (tx) (ty) = %ﬁf(tx)(w)-

This implies F®f(tx)(ty) = 0, and therefore F®g © FOf(tx)(tx) = 0. In
contrast, idx : X - X is a homomorphism from F(id+g)oF(id+f)oJ¢k = gk
to itself, and idx (tx)(tx) = 1 # 0. Hence F®(g® f)(tx)(tx) > 1, and this means

that the operation F'® does not satisfy the functoriality.

Hence we need an extra assumption to make F® a functor. We hereby assume
a stronger condition than is needed for the sake of discussions in Section 3.4.

34



Fl Fm
FX —+-FWF)——FY
Definition 3.4.9. Assume that 7" and F' consti- (vF)
c% =v ]CFA‘»% =y $o’
)

tute an infinitary trace situation. Let ¢f:vF —
F(vF) be a final F-coalgebra. We say that T and X i vF——Y
F satisfy the gfp-preserving condition with respect

to an F-algebra o : FY - Y if foreach X ¢ Cand c: X + FX,ifl: X + Z
is the greatest homomorphism from ¢ to J¢ and the function ® JcF o (Defini-
tion 2.4.22) has the greatest fixed point m : Z Y, then m ®1: X - Y is the
greatest fixed point of @, .

We next check if F+ and F® are liftings of F+ and F®. We can easily prove
F+JX = JFtX and FO®JX = JF®X for each X € C by definition. It remains
to prove F+Jf = JFtf and FtJf = JFPf for each f: X — Y. The former is
immediate by the finality of J(:{7)~1. The latter again requires an assumption.

Definition 3.4.10. Assume that T and F constitute an in- =

U
finitary trace situation. Let ¢¥ : vF — F(vF) be a final X +— F(vF)
F-coalgebra. We say that T and F' satisfy the deterministic- Jc% =y J<F$g
greatest condition if for c: X - FX inC, ifu: X - vFis x_ 5 _,p
the unique homomorphism from ¢ to ¢¥" then Ju is the greatest homomorphism
from Je to JCF.

We now give conditions for the functors in Definition 3.4.6 to be liftings.
Proposition 3.4.11.

1. If T and F(_ + A) constitute a finite trace situation for each A € C, the

operation F'+ in Definition 3.4.6 is a functor and moreover a lifting of F*.

2. If T and F(_ + A) constitute an infinitary trace situation, satisfy the gfp-
preserving condition with respect to an arbitrary algebra and satisfy the
deterministic-greatest condition for each A € C, then the operation F® in
Definition 3.4.6 is a functor and moreover a lifting of F'®.

Proposition 3.4.11.2 is proved using the following lemma.

Lemma 3.4.12. Assume that T and F constitute an infinitary trace situation
and satisfy the gfp-preserving condition (Definition 3.4.9). For each X, A, B € C,
c: X w F(X+A)and f: A B,ifl: X - FPA is the greatest homomorphism
from ¢ to JCE, then FOf ®1: X - F®B is the greatest homomorphism from
F(idx + f) ®c to JCE.

F(l+i F(F9 f+i
F(X +B)— Y prea 4 g) Y ppep 4 By
F(id+f)$ B F(id+f)$
F(i+id)
F(X+A) ——+———=F(FPA+ A) = J¢E 1
C =v J B =~
% l CA% Fof
X % F%A % F®B

Proof. By Lemma 2.4.23, F© f is the greatest fixed point of <I>J<£ J(CE) -\ F (id+f)"
Moreover, the greatest homomorphism from F(idx + f) ®c to J¢ g is the greatest
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fixed point of cI)c,J(gg)—@F(idJrf)'

FX + A) Y preaq a) LY ppep g
Jvrf(idﬂ‘)
c =y JCE 4 =y F(FEBB + B)
o L)
X L FoA i FeB
Hence it is immediate by the gfp-preserving condition. O

Proof (Proposition 3.4.11). Item 1 is immediate by the finality. Item 2 is easily
proved by the gfp-preserving condition, the deterministic-greatest condition and
Lemma 3.4.12. ]

Hence under appropriate conditions, a lifting ' : K¢(T) — K(T) of F gives
rise to those of F'™ and F'®. By repeating this, we can also define F'+9,

We conclude this section by presenting the distributive laws (see Defini-
tion 3.1.4) corresponding to the liftings. The proofs are easy.

Proposition 3.4.13. Let A : F'T' = TF be a distributive law from T' to F'. For
A, X € C, we write \a x for \ayxoF[Tkiona, Tke] : F(A+TX) — TF(A+X).

1. Assume T and F(_ + A) constitute a finite trace situation for each A € C.
For X € C we define Ay x : FTTX — TF*X as the unique homomorphism
from )'\F+TX7X ® J(h )7t to J(E)TL (see the left diagram below). Then
A+ = (Ap x)xec s a natural transformation FTT = TF* and moreover
a distributive law from T to FT.

2. Assume T and F(_ + A) constitute an infinitary trace situation and sat-
isfy the gfp-preserving condition and the deterministic-greatest condition
for each A € C. For X € C, let \g x : F®TX — TF®PX be the greatest
homomorphism from )‘\FEDTX,X O} JQIEX to JC)I? (see the right diagram be-
low). Then A\g := (A\g.x)xec s a natural transformation FOT = TF%nd
moreover a distributive law from T to F'¥

F(\ id Fx id
FIFTX + X) 090 x 4 X)) P(PETX + X) 2o Dppex 4 x)
Phpvrx x Prerx x
F(FtTX +TX) = JG§) ‘1= F(F®TX +TX) = JCE e
J(h )~ N JCE A= N
FYTX - - 5% - L p+x FOTX ox FeX O

3.4.3 Decorated Trace Semantics

In this section, we categorically generalize Definition 3.4.1 and define decorated
trace semantics for Biichi (T, F)-systems.

Assumption 3.4.14. Throughout this section, let T' be a monad and F' be an
endofunctor on C, and assume that each homset of K/(T') carries a partial order
C. We further assume the following conditions for each A € C.

1. Ft,Ft®:C — C are well-defined and a lifting F is given.
2. T and F(_ + A) satisfy the conditions in Theorem 3.1.13.

3. T and F*(_+A) constitute an infinitary trace situation (Definition 3.1.10).
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4. T and F*(_ + A) satisfy the gfp-preserving condition with respect to an
arbitrary algebra o (Definition 3.4.9).

5. T and FT(_+A) satisfy the deterministic-greatest condition (Definition 3.4.10).

6. The liftings F+(_+ A) and F®(_ + A) are obtained from F(_ + A) and
F+(_ + A) using the procedure in Definition 3.4.6 (see also Remark 3.4.7).

7. Liftings F+(_ + A) and F*®(_ + A) are locally monotone.

Under the above assumptions, using the datatypes defined in the previous

section, we can categorically define decorated Biichi trace semantics as follows.

Definition 3.4.15 (dtr;(c)). Let X = (X, c, (Xl,XQ)) be a Biichi (T, F')-system.
The (coalgebraic) decorated trace semantics of X is a pair

( dtri(e): X1 + FH(F+®0), dtra(c): Xo - FT®0 )

of arrows that is the greatest fixed point of the following endofunction with respect
to the product order induced by C.

(v1,v2) +— (JL;.,_@O O F(v1+v2) ®e, J((Céﬁ)_l o Lf,Jr@O) OF(v1+v2)0 CQ)
€ KUT) (X1, FT(FT0)) x Ki(T) (X2, FT0) (3.9)

Pictorially,

F (v + v2) F(v1 + v2)
F(X1 + Xy) —+= F(FT(FT®0) + FT®0) F(X; 4 Xa) —+= F(FT(FT®0) + F®0)

%éJ(L?_*_@O)*l
c1 =y = J(L§+€BO)_1 c2 =v Ft (F+@O)

=t
X, ——+2 > FH(FTO() X, 2 FteQ .

We write dtr(c) for dtry(c) + dtra(c): X1 + Xo + FT(FT90) + FT90.

Example 3.4.16. We continue Example 3.2.2. With respect to the bijection

AccRun(A) = A+ (A+)¥ + (A+)“ in Example 3.4.3, we have: DecLB = dtry(c4) +
dtra(c4). See Section 3.6 for a proof that also covers parity automata.

3.5 Logical Fixed Point vs. Categorical Fixed Point

In Sections 3.3-3.4, we have introduced two categorical characterizations for lan-
guages of Biichi automata. In this section we investigate their relationship. We
first explain the intuition using the running example.

Example 3.5.1. Let A = (X, 7, Acc) be a nondeterministic Biichi word automa-
ton. Recall that L has a type X — P(A¥) (Definition 2.2.9) while DecL8 has a
type X — P(AccRun(A)) where AccRun(A) C (A x {O,O})¥ (Definition 3.4.1).
We define a function p : AccRun(A) — A¥ by

p((ao7°0)(a1,°1)...) ‘= agay....

Then by the definitions of L5 and DecLf, we have LE(z) = Pp(DecLE(z)) for
each z € X. With respect to the isomorphism AccRun(A) = (AT)¥ + AT (AT)¥
in Example 3.4.3, p has a type (AT)Y + AT(AT)® — A¥ and it is given by the

canonical “flattening” function.
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Categorically, the function p above is given as follows.

Definition 3.5.2. We define p; : FT(FT®0) — F®0 and py : FT®0 — F®0 so
that [p1,pe] is the unique homomorphism from (L?HBO)*l o [id, §{+] to ¢t

F(FH(FT20) + F+o T F(F®0) (3.10)
(GEPE
FH(F+0) fial | ¢r
[id
C ]¢ [pl,PQ]

FH(F+80) + F+&0 - - F%(

Example 3.5.3. Let FA = A x (_). According to the characterizations in Ex-
ample 3.4.3, p1 and po have types AT(AT)¥ — A¥ and (AT)¥ — A¥ respectively,
and are given by the canonical flattening functions. See also Proposition 3.7.5.

The arrows p; and py relate tr®(c) and dtr(c) as follows.

Theorem 3.5.4. Assume that T and F constitute a Biichi trace situation (Defi-
nition 3.3.1) and satisfy Assumption 3.4.14. Then for each a Bichi (T, F')-system
(X, ¢, (X1, X2)), we have Jp; ® dtry(c) = tri(c) and Jpy ® dtra(c) = tr3(c).

//——!\

F(X1 + Xo) ——+——= F(FH(F%0) + F*0) ——=F(F®0) (3.11)

F(dtry (¢)+dtra()) Flp1,p2]
c1 =v = J(L§+@O)71 = =1JC
trll?’(c)

//__’\
F(X1 + Xs) e () T(FT90) + F+@0)Fm—> F(F®0) (3.12)

*%J F+€B0) !
) =y F+(F+€BO) = =4l
dtra(c) g%géﬁ J
X P2 F+eQ £ F&( O
trzé(c)

A full proof covering parity automata is found in Section 3.6. In the rest of
this section, we sketch the proof for Biichi (7', F)-systems to explain the intuition.

We defined trP(c) and tr¥(c) as a solution of an HES (3.4). Recall from Defini-
tion 2.3.6 that when we are solving (3.4), we calculate the following intermediate
data: lgl), %, lf) and l§2).

In contrast, dtri(c) and dtra(c) are simultaneously calculated as the greatest
fixed point (Definition 3.4.15). However, their codomains F*(F*t®0) and FT%0
were defined in a hierarchized manner (see Section 3.4.1). Because of this, we
can give the following “hierarchized” definition of dtr;(c) and dtra(c) that is in
parallel with the procedure to solve the HES (3.4).

Definition 3.5.5 (l?), g, l~g2), l~(2)) We define Kleisli arrows l?): X1+ FtX,,
At Xo - FHXo, I Xy - F+®0 and I X; -» F+®0 as follows:

e We define l~§1) : X1 + FT X5 as the greatest homomorphism from an F' _+
X2)-coalgebra ¢; to J(L?Q)*l.
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F(I +id
F(X1 + X)) B (P x, 4 X0)

_ 3.13
A‘»m i?lu E%J(@Q) L ( )
X, ——+ s> FtX,

e We define cé: X & FT X5 by:

= (X2 e, F(X, + Xo) PO+, F(FT X, + Xp) 7% F+X2> .

e Define l~§2): Xy -+ FTP0 as the greatest homomorphism from ci; to JCIT.

i
Frx, 8 (preg)

= ~ +
4 @ =
2

X9 —F——= FT90

e We define Z?): X1 + FH(FT90) as follows:
1 .= (Xl i prx, FI F+(F+@o)) .

Each of these four data is related to dtri(c) and dtra(c) as follows.

Lemma 3.5.6. We have the following:

1. For vg: Xy + FH(FT90), Ffu, ® Zgl) is the greatest fized point of the
following function.

F(X1 + Xo) 2k (Ft (FH20) + FHe0)
( X1 — FF(F+90) ) = fe TR
X FH(F+%0)
(3.14)
2. For vy: Xo  FH(F*®0), J((T) ' 0 FTvaoc = J((() " odhiey) ©
F(v1 4+ v2) ® ca. Pictorially, B
F(X1 + Xo) B+ (FHe0) + FHop)

+ (e
F XQ a3 (F790) s o
%Cg g%]( t = c2 FT(F*90)
Xy F+&0 V()
X5 F+90
3. l~§2) = dtra(c).
4. 19 = dtry(c). O
: : 1) £ 502 (2) ¢ ;

We next show the relationship between 17, f5, l5” and ;7 (intermediate

data for the HES (3.4)), and l~§1), cg, l( ) and l( ) defined above.

The main difference between them is that while lgl)(uQ) is defined as the least
fixed point, l~§1) is the greatest homomorphism. The key to filling in this gap is
that by Assumption 3.4.14.2 and Theorem 3.1.13, the coalgebra J(L§+@O)_1 in
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(3.11) is a final coalgebra. This implies that F+vy ® l~§1), which is the greatest
fixed point of (3.14), is also the least fixed point.

F(X1 + F+@OLH—> F(F* Xy + Ft®0) — > F(F+(F+®0) + F+90)

F(i 1)+1d) F(FFoatid
F(1d+v2)$ %F(ld—f—vz
F(X1 +X2)* — >F(F+X2+X2) = = J(L11::+@0)_1
F($Y +id)
c1$ ~(:1) 2%](@‘(2)_1
; _
Xi—— A= Ftxy, -~ BT pr(preq)

Following this observation, we can prove the following lemma, which relate

lg), fQi, lg) and l§2), and and l~(1) cg, 152) and l~§2) one by one.

Lemma 3.5.7. Define ¢F7 - FH(F®0) — F®0 by % = q o Ky, where a is

the unique homomorphism from [(Lg@o)*l, Fkoo C[ﬂ to a final coalgebra Cé?.

F(F*(F®0) 4 F®0) - - — - - = F(F®0)

}lid, Fra)
F(FT(F®0) + F®0) + F(F®0) fimall or
o g¢(5£@0)71+<g
F+(F®0) > FH(F®0) + FE0- - - - % - - = 90
1. For ug: Xo + F90,
e >(u2) i gFHo
<X1 F@()) - (X1 T FEX, I o) S F@o)

2. For uy: X9 + FP0, fQi(UQ) = J§F+® ® Ftus ® c%. Pictorially,

Fiwa) F+ Xy 12 FH(F20)
<X2 T2, F@O> = %Cg $J£F+€B
X FteQ
3. 19(x) = Jppy 0 I8,
4. l§2)(*) = Jpa © l~§2). O

Lemma 3.5.6.3-4 and Lemma 3.5.7.3-4 together imply Theorem 3.5.4.

3.6 Extension to Parity Automata

In this section, we extend the framework in Sections 3.2-3.5 to systems with the
parity acceptance condition.

3.6.1 Categorical Representation of parity Automata

This section generalizes Section 3.2. The following definition corresponds to
Definition 3.2.1.

Definition 3.6.1 (parity (7', F')-system). Let n € N. A parity (T, F')-system is
a triple X = (X, ¢, (X1,... ,Xgn)) of an object X € C, a TF-coalgebra ¢: X —
TFX and a tuple of objects X1,..., X9, € C such that X = X1 +--- 4+ Xo,. For
i €{1,...,2n}, we write ¢; for cor;: X; — FX.
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Intuitively, X; is the set of states whose priorities are .

Example 3.6.2. Let Fpo := A x (_). An A-labeled nondeterministic parity
word automaton (see Remark 2.2.11) A = (X, 7,p) where p: X — {1,...,2n}
induces a (P, Fa)-system X4 = (X,cq,(X1,...,Xoy,)) defined by cyq := 7 and
X ={x e X |p(x) =i} foreach i € {1,...,2n}.

3.6.2 Characterization via Logical Fixed Point: Parity Case

In this section, we extend the discussions in Section 3.3.
The following generalizes Definition 3.3.1.

Definition 3.6.3 (trP(c)). Let F be an endofunctor and T' be a monad on a
category C. Assume that a F is equipped with a lifting F : K{(T) — K4(T), and
each homset of K¢(T') carries a partial order C. We say that F' and T constitute
a parity trace situation with respect to C if they satisfy the following conditions:

e A final F-coalgebra ¢! : vF — F(vF) exists.

e For each parity (7, F')-system (X, ¢, (X1,...,Xay)), the following HES has
a solution (here p and v appear in the alternating manner).

U =y JC_I @E[uh - ,ugn] ®c S (]Cg(T)(Xl,VF), EXl,z/F)
Bo—=du =v JCLO Flut,.. . uzn) ©ca € (KUT) (X2, vF),Cx, 0F)

Uop =y JC! ® Flug, ... um| ©can € (KUT)(Xon, vF),Cxy, vF)

The solution of E, is denoted by (tr(c): X; -+ I/F)1<l.<2n and is called the

(coalgebraic) parity trace semantics of X. Using diagrams, the HES is as follows:

F[ul,...,u2n] F[’U,l,...’UQn] F[ul,...,u%]
FX —+>F(vF) FX—+>F(uF) FX —+>=F(wF) (3.15)
q? = Jerhe @% = Jerde @74 = Jch e

X, —* > UF, Xo— B> uF, ..., Xop—3suF.

Note that the notions of Biichi (7, F')-system (Definition 3.2.1) and Biichi
trace semantics (Definition 3.3.1) are special cases of parity (7', F))-system and
parity trace semantics.

Example 3.6.4. We continue Example 3.6.2. For each i € {1,...,2n}, tr(ca)
has a type X; + A” (Le. X; — P(A¥)), and is given by tr} (ca)(z) = L%(x) for
x € X; (see Section 3.7 for a proof covering parity tree automata).

3.6.3 Characterization via Categorical Fixed Point: Parity Case

This section generalizes Section 3.4. Recall that we have used objects F*(F190)
and F7®0, and coalgebras (1£, )7 and (1 )7 oC[J)‘Wr in the definition of cat-
egorical decorated trace semantics of Biichi (7T, F)-systems X = (X, ¢, (X1, X2))
(Definition 3.4.15). They were components of the following chain of (co)algebras:

+

FT ~ F 7%
FHog 905, pr(prog) (T popt(prog) 4 rog)

Similarly, for defining coalgebraic decorated trace semantics of a parity (7', F)-
system X = (X, ¢, (X1, ..., Xo,)) we use a chain whose first component is F(+®)"(
(here (+@®)™ denotes n-repetition of +@).
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Definition 3.6.5 (Fii, Fj(i)7 ag.i), BJ@). For i € N, we define Fii :C — C by
Fli= FO®) if § = 2 and F} := FOH®)'* if j = 21+ 1. For i € N and j € [0, 4],
we inductively define F j(l) : C — C as follows:
° Fz.(i) = Fii; and
o FU) .— Fi(]_[z , F(i)( )+ _) for j <i

i - j k=j+1"k \— — J :

We define an (isomorphic) natural transformation ay) FY = F (i)l as follows:

J J=
Fi -1
‘ (L it @ ) (7 is odd)
a(@( . ]E[k:j+l FoX+X
X F
¢t (j is even) .

e jin FUOX+X
Moreover, we define a natural transformation BJ(.i) : F j(i) = Fo(i) by:
o)

()
j—1,X 1,X

(4)
i i @5 x i o
= (0 2 R0

Fx).

(%)

The naturality of a;” is proved by Definition 3.4.2, and it follows the natu-

rality of 652)
Example 3.6.6. We continue Example 3.6.4. Analogously to Example 3.4.3, we

can identify F (@)

i with a set of “decorated runs” as follows:

FVX = {(ao,po) .. (ar, pr)z € (Ax {1,...,iH*" x X | po = j}
U {(ao,po)(a1,p1) ... € (Ax{1,...,i})* | po = j,limsup;_,,.p; is even} .

We next consider generalizing Definition 3.6.8. For parity (T, F')-systems, we
modify Assumption 3.4.14 as follows.

Assumption 3.6.7. Let T be a monad and F' be an endofunctor on C. Assume
that each homset of K/(T') carries a partial order C. We further assume the
following conditions for each n € N and A € C.

1. F} . C — C is well-defined and a lifting Fif : KU(T) — KE(T) of FY is given.
2. If n is even, T and F}l (_ + A) satisfy the conditions in Theorem 3.1.13.
3. If nis odd, T and Fﬁ(i + A) constitute an infinitary trace situation.

4. If n is odd, T and F,ji(i + A) satisfy the gfp-preserving condition for an
arbitrary o.

5. If n is odd, T and F} (_ + A) satisfy the deterministic-greatest condition.
6. The lifting Fi 41 is obtained from Firji using the procedure in Definition 3.4.6.

7. Forne Nand A € C, Fifi(i + A) is locally monotone.

The following definition is a straight-forward generalization of Definition 3.4.15.
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Definition 3.6.8 (dtr;(c)). For a parity (T, F)-system (X, ¢, (X1,...,Xon)), we
define its decorated parity trace semantics (dtri(c): X; —+ Fi(2n)0)1§i§2n as the
greatest fixed point of the following function with respect to the product order:

D

1, J(Bi(;l)) 1 @F(Ul+...+v2n)@61, (M(T)(Xl,Flmn)O),E)

Aoy o —
v | | BT O ) @6, | (kUT) (X, FEM0), D)
— (2n)
U2n J(Béf:g)il ® F(Ul 4+ -+ Ugn) ® coap, X(M(T)(XQTM Fan O)a E)
(3.16)

Pictorially,

F(U1+"'+v2n)2 F(U1+"'+v2n)2 F(U1+"'+U2n)2
FX —+—F(ITF*M0)  FX —+—F(IIF""0) FX —+ F([[F*"0)
c1$ =y g%}gfgb) co =, gﬂA,Jﬁé?gl) e — %%ﬁéi’f&
X, — = FP X, — 2= FP*o Xop — 82> F20

3.6.4 Logical Fixed Point vs. Categorical Fixed Point: Parity Case

This section generalizes Section 3.5. We first generalize p; and p2 in Defini-
tion 3.5.2. We shall define their generalizations as natural transformations.

Definition 3.6.9 (pgl)) For 7 € N and PAI_ FOX + X) - - = F(FOX + X)
i . -

j=1

j € {1,...,i}, we define p{ : F) = F® P K0 0)
; ; ; ; (i) (i) final
N I U
. ’ Lo . (@) @)
F®X is the unique homomorphism from i gy Py P x] . FOX

B0 B0 to CE. i)
The following theorem generalizes Theorem 3.5.4.

Theorem 3.6.10. For each i € {1,...,2n}, tr(c) = p%n) o dtri(c).

The rest of this section (upto page 57) is devoted to proving the above the-
orem following the intuition explained in Section 3.5. We have to prove many
sublemmas and lemmas. Their dependencies are as follows.

Sublemma, 3.6.19§><9ublemma 3.6.20
Sublemrﬁa 3.6.21 ublemma 3.6.22
Lemma 3.6.12 Sublemlia 3.6.23 Sublemma 3.6.24 Sublemma 3.6.25

\\\} P——
Sublemmw) Sublemma 3.6.18 (3 17)
Lemma 3.6.14 \Lef\nma 3.6.15

\ Theorem 3.6.10 /

Firstly, we generalize Definition 3.5.5.

Definition 3.6.11 (cf7 l~§l)) Forie {l,...,2n}and j € {1,...,i}, using aéi) and
ﬁj@ defined in Definition 3.6.5, we inductively define cf: X; + Ff_l(Xi—i-‘ <+ Xop)
and lNJ(»i) X Fj(i) (Xit1+ -+ Xap) as follows (no need to distinguish the base
case from the step case):
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-+

o X;+ F}i,l(Xi + -+ Xo,) is defined by:

X; S F(Xy + -+ Xon) P 45 idx 4o Hd g,

-+

N

ci = FOAIZFTV(X 4+ + Xon) + X+ + Xog)
i (i—1) -
_ Fé 1)(Xz I in) (:81:71,Xi+,=..+x2n) ! Fiifl(Xi 4+ XQn)

° ll@: Xi + Fl-(i) (Xit1 + -+ - + Xop) is defined as follows:

— Ifi = 2k—1, we define 1" : X; - F(Xipq+- - +Xon) = FE® (X, 1+

-+ -+ X9,) as the unique homomorphism from cli- to J agi;(iH et Xam (:
k—1
J(Lf((;?jr~~+in)_1) (see Assumption 3.6.7.2).

FEOR I idy,,, + - +idx,,
+Xip1 4+ Xop + Xit1+ -+ Xon

FH@®)F (Xi ) _ L s pleRt (PO (X +~-+X2n))

i = k—1
cr = ~ r(+®) _
% v [(Z> _$J(LXi+1+“‘+X2n) !

X, -—---- 4 - =2 >F(+®)k71+(Xi+1 —+ e+ in) .

— If i = 2k, we define [\ : X; + F(X; 1+ -+ Xop) = FE" (X4 +
-+ -+ X5, ) as the greatest homomorphism from cf to J ozgig(iﬂ et X (:

k—1
JC)IEEI?LX%) (see Assumption 3.6.7.3).

FEO D fidy, |+ +idx,,)

2,
k
F®)F 1+ (X ) L P T [ FEST (X 4+ Xan)
+ Xip1 o+ Xon +Xip1+ o+ Xop

I = k—1
cT =v ~ p(+®) +
% ' 7o 7$J4Xi+l+"'+x2n
1

X; I FG®)F (Xig1 + -+ Xon) .

e For j < i, l~§-i): X; + Fj(i)(Xi+1 + -+ Xy, is defined by:

H(i—1)
lj

X —|—>Fj(i_1)(Xz' + Xig1 4+ Xop) FJ.(""”(ZE"'>+J1(1=X7.,+1+,.,+X2”)

= FTED X+ o+ Xon) + Xigr 0+ Xop)
:Fj(i)()(iJr1 o Xop)
Here the last equality is by the following lemma.
Lemma 3.6.12. Forie N and j € {0,...,i}, F(FT) () +_) = FY,

Proof. We prove the statement by the induction on j.
If 7 = i then the statement is immediate by definition.
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If j =20 — 1 < i, we have:

FOESY )+ )

= FEOT ([T ROESY O+ )+ FVC) + ) (by definition)
k=2l

= FEOTH (T BV O+ FEY (O + ) (by TH)
k=2l

-1 o i

=P (LA )
k=21

_ pli+1) ..

= F} (by definition).

We can similarly prove the statement when j is even. O

The sublemma below generalizes Lemma 3.5.6.1-2. That is, it shows that if

j is odd (resp. even), not only ZNJ(] ) but also ZNJ(Z) with ¢ > j is characterized as the

unique (resp. greatest) homomorphism.

Sublemma 3.6.13. Let i € {1,.
write X( for 11— ]+1F()(XZ+1_|_ .

Definition 3.6.5, agg( et Xon

2n} and j € {1,...
+ Xop) + Xig1 4 -+
has a type F(Z) (Xig1+---+X2,) — Fj(z_)l(Xi+1+

,i}. For simplicity, we
+ Xo,. Note that by

4+ Xop) = F;_ (F@ (Xig1+--+Xo2p) +X( )) and hence is an F];_l(i +X](i))-

J
coalgebra.

1. If j is odd, I X; - F(Xiiq +-

from an F-i_1 ( +XJ( )) coalgebra F
Ft

)7

(1)
c to o (= J(LXJ(-)

5, X1+ +Xon

-+ Xoy,) is the unique homomorphism

(1dX +Hk ]-l—l ()—|—1Xm+1+ +X2n)®

2. If j is even, Z](-i): X; -+ F(i) (Xig1+-- —|—X2n) is the greatest homomorphism

from an F;E_l (_ —&—XJ( )) coalgebra F
0 £

C 80 %t x0 (5 T CXj@l)'

J

Proof. Item 1 is easily proved by the finality of J (LX] +11 e X))

Item 2 by the induction on s.

If ¢ = j, then the statement is immediate by the definition of l~](
+ Xo,,) (Definition 3.6.11).

FO (X + -

(ldX +Hk ]+1 ()+ldXz+1+ +X2n)®

i
1. We prove

j)i Xj —+

Let ¢ > j and assume that l~(-i_1): X; -+ F(i_l)(X' + -+ Xo,) is the greatest

homomorphism from F; ! (dx, + Hk —jt1

By the definition of FJ(Z_ )7

FIE + i,y xa0)

1,

i
1
Ly )+1dX+ +in)®c to J (Z 1)

we have the following equation.

=1
1—1) 7(¢ . 7(e .
= F]i( H F,g )(lz( ) + 1dXi+]_+"‘+X2n) + lz( ) + 1dXi+l+"'+X2n)

k=j+1
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By the definition of a lifting ﬁ (Definition 3.4.6.2), this means that F' (i_l)([(i)
idx,,,+-+X,,) is the greatest homomorphism from F:E (1dX —|—]_[k —it1 F(l) (lﬁ)

Xt Xon) L0 i et o) ®JCJ y to Jc 5!, Hence by the gfp-

preserving condition, l() (Z 1)(l(z) +id) © l(l U i the greatest homomor-

phlsm from Fi  (idx;, +11 —i F,g )(lgl) +1dXi+1+...+X2n)+l~§i) Fidx, ot Xan ) @

F}
_,(id + Hk—g+1 Y 4 idx,, ) ot Xon) © c§ to JCXJJ. Here by the definition
J

of f,(cl), the former coalgebra can be transformed as follows:

-1

(ldX + H F Z) + 1dXz+1+ +X2n) + ZE’) + idXH_1+'"+X2n>
k=j+1

i—1
d+ JT 7V +igyoc
k=j+1

= [ <1dX + H F e + ldXZJrlJr +X2n) l~](:71)) + lNZ(l) + idXi+1+.“+X2n>

k=j+1
i
OCc;
- P
= F;;—lﬁde + H ll(;) + idXi+1+“‘+X2n) © c;r' .
k=j+1
Hence the statement is proved. See also Figure 3.1. O

The above lemma implies the following. It generalizes Lemma 3.5.6.3—4.

Lemma 3.6.14. For eachi € {1,...,2n}, [; @n) dtr;(c).

Proof. Assume that j is odd. By Sublemma 3.6.13.1, l(zn)

morphism from F (l~( D +id n )© ci to o = J(LFf !
.7_1 J ]_[ : Xk 75 0 Hi’i]-&-l Fk(:Q”)O

is the unique homo-
)=t This

means that it is also the greatest homomorphlsm.

() Fi NU (2n)+1d) (2n)
J 1 (X5 + Hk ]+1F 0) 4'—> Fi (F(Qn)o“' Hk ]+1Fk 0)

3 (2n>
F;_ (1d+]_[k—]+1 )‘A#

T R O T
TAL% B L2541 o
e (2n)
Xj } F‘j 0

Hence by the definition of c§. (Definition 3.6.11), l;Qn) is the greatest fixed
point of the following function.

i3

F 2n
o [y O TR et B
=j

@J(ﬁ(] 11X1+ +X2n) 1®F(l~§i_1) 4. l(Z 1) +1d]_[2" " )@C]

Note here that the right-hand side can be transformed as follows:

3
F -1

Ju
Hk " F(Qn)o

2n 7 1) _
QFi (f+i§+1) "Hgn )QJ(BU1 12, X) !
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(Pr (Pt (D) et T TPy
zmvmn_n...n_,ﬁtvm._, :mvm+...+ﬁ+.@m1+ :NXIT....TI.NX«.T
o L T+Hl= =
(2 o ) T it < (M ) G T i SO (Mex + -+ Ty T
P D g 4 .
ATA:N;X« 4+ 4+ Tlvmv TvmﬁN +A:N>N< 4+ 4 TI»NQ QIS@RN G = +.ﬁvm<
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@F(l(] 1) + +Z§] 1) +1du2n X, )®cj
F} - ~
_ j-1 (4-1) -1 2n) o 72n)
=T g © J(ﬂj_mizj F,§2">o) OFY V(12 o T8
©) F(l(] D4 l~j(j:11) + idﬂiﬁ- x,) ©¢ (by naturality of 5(] 1))
gt
_ 7,ti G-1 -1
=i g @I e )
® F(Z(Q”) 1P+ f 12 4+ )@ ¢ (by Definition 3.6.11)
F}
— j—1 (2n) \—
B JLH%Z;‘H FISQn)O © J(IBJ ! 0)
OFIF + -+ T+ f 410+ + l(Q”)) ®¢; (by Definition 3.6.5)

=JBY) e F (z?”) doet 15.2_”1 T zjﬂ) Y o
(by Definition 3.6.5) .

Hence léQn) is the greatest fixed point of the following function:

Frr I LR 4+ + P f+ ) o B 0 g

We can similarly prove the same statement when j is even. Hence (l?n), cee léin))
is the greatest fixed point of the function (3.16) in Definition 3.6.8, and this

concludes the proof. O

We have generalized Lemma 3.5.6. We next generalize Lemma 3.5.7.

. 2 2
Lemma 3.6.15. For eachi € {1,...,2n}, trf(c) = p( On) l( n.

To prove this lemma, we first introduce a natural transformation. As men-
tioned in Remark 3.4.5, F'® resembles a monad called the free completely iterative
monad. The natural transformation is analogous to its multiplication.

Definition 3.6.16 (u”). We define a natural transformation p° : FOF® =
F® by uF® := (ux o K1)xec, where ux is the unique homomorphism from
[Fk1, ko] 0 Chg i, Flra, k3] o (%] to ¢§.

b ® Y . Y)_ _ _ _ _ 1)
F(FOFOX + FOX 4 X) = o= o - = F(FOX + X)
T[F[“17H2]7F[52,R3]]
F(FEFEX 4+ FOX) + F(FOX + X) fimal| ¢
~f¢r P x+CX .
F®F®X 4+ F®X - — - — - " X __,pex

Example 3.6.17. For Fa = Ax (_), according to the characterizations in Exam-
ple 3.4.3, %" has a type (AN)T((AN)TX + (AT)?) + (AT)Y — (AT)TX + (A1),
and is given by the concatenating function that preserves each finite word.

We next prove two sublemmas (Sublemma 3.6.18 and 3.6.25). The following
one connects the intermediate solution of the HES in Definition 3.6.3 and l~§.z) in
Definition 3.6.11.

Sublemma 3.6.18. For each i € {1,...,2n} and j € {1,...,i}, let

12 KUT) (X1, FOO) x - x KUT)(Xan, FO0) — KUT)(X;, FO0)
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be the intermediate solution of the HES in Definition 3.6.3 (note that vF in
Definition 3.6.3 is F®0). Then for (ug: Xy —+ F®0)k€{i+1,...,2n};
(4)

(i, uan) = T © TP ey © FY [uign, . uza] © 1. (3.18)

The proof of the above sublemma is very long. We have to prove six sublem-
mas (see (3.17)).

Sublemma 3.6.19. For A € C, the unique homomorphism from [F|k1, k2] o
CE@A,F[RQ,@} o Cg] to Cg s given by [u£®,idA].

Proof. Let u : FPFPA + F®A — F®A be the unique homomorphism from
[F[k1, k2] 0 g‘g@A,F[/ﬁg,ﬁg] o Cg] to Cg.

Note that u = [u o K1, u o k|. By Definition 3.6.16, u o k1 = ,ui@. It remains
to prove u o ko = id 4.

It is easy to see that ko : FPA — FPFPA 4+ FPA is a homomorphism from
¢4 to [Flr1, ke)oChe 4, Flka, k3] o (§]. Therefore uo ky is a homomorphism from
Cf to itself, on the one hand. On the other hand, id,4 is also a homomorphism
from ¢ E . Hence by the finality of Cg , we have u o ko = idpa 4.

FUECA+ A) oy FUEPFPAL FOAS A) qo oy - FERA+ )
1Pl 2], Fliva ]
=\ CH F(FOFPA4 FOA) + F(FPA + A) figal| o1
ET Fo ¢
FA © FOFPALFOA-—--%-———>F%4 O

Sublemma 3.6.20. We define an F-coalgebra ~; : ]_[l ! F; 0 pag + F90 —
(]_[l ! F ) peo + F®0) as follows:

BBy g Frit1965]

12 FY Fo0 + F20 F(IIi_ F{F®0 + Fo0)
Vi = . o
' F(ldH§:1 F;i)FEBo—’_[“g@ opg )71dF€Bo])

F(IZ FYF®0 + F20)

Then the unique homomorphism from ; to a final coalgebra Cé? : FO0 — FF®0
is given by the following arrow:

D ) D 3 . ) — 3
[”OF © pgl’)FEDO? ceey NOF © pz('lf)l,F@O’ ldF@O] : H;:llEy(Z)O + FGBO — F@O .

Proof. It suffices to show that it is a homomorphism. We have:

7 ® % .
Cg ° [Hg Opg )FEBoa ce 7”5 Opgjl’F€B07 1dF@O]
= ¢ o [uf” idpag] o (10 peg: - P, peo) +idpoo)
D . % .
= F[:u’(}; 71dF®O] © [Cg@m Frgo CO ] ([pg )FGB[)v s ’pz(‘—)LF@O] + 1dF@O)

(by Sublemma 3.6.19)
PO i F(ip @ 111 (0 0
[MO 51 F@O] © [ ([pl,F@O""’pi,F@O] +1 F@O) © [ﬁl,F@O""’ﬁi—l,F@O]’

Fryo(l] (by Definition 3.6.9)
% ® i . i 7
= F[ Op§7)}7€907 ce Hu(}; OPE}@W 1dFEBO} 0 [ﬁi}?@m SER) i(—)l,F@O’ Frjo Cé:]
i @ i .
F[ Opi)FéBov ce nu(}; Opl(jl’F®0a 1dFEBO]
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. o () .
© (F(ldH;:1 F].(i)F@O + [MO Opiz 71dF€90])
o [Bif}?@O""’ Z.(Z_)LFEBO,FKJZ‘_H OC{D .
This concludes the proof. ]

Sublemma 3.6.21. For each j € {1,...,i— 1}, we have the following equality.

< ] 1 1 o ] .
i o p\ s = i o p\ i o FY TV [ud” o pl'hag idpeg]

Proof. By Sublemma 3.6.20, it suffices to show that the following arrow is a
homomorphism from ~; to Cé? .

1 1), p® ] .
[:U’(Z);‘ © pglFGB)O F(l )[MO ° pgz}@ov ldF@O]7 R

Mo ° 101(Z 11%@0 o F( )[Mo opfl)w@o, id o), idF@O}
We have:
o [uh” opy piy 0 FY VIt 0 b hagridpedl, -,
i o g 0 FE VIl 0 ey idpec), idpog]
= Cg o [Mg@vidpﬂ%o] o ([pg’Fé)o o F(l 1)[Mo OPE 1)7@07 idpeo), .-

pgz 11;:@0 F(Z 1)[1“0 Op() idpeo)] ‘HdF@O)

= F[Mg@, idFEBO] o [C]E@oa Froo Co ]
o ([p?;go o F(Z_l) [,“0 o pz(g@o, idpegl, ...,
1) o FUE® o pl) L idpeg]] +id F@O) (by Sublemma 3.6.19)

p;_ 1,F®0 OpijFéBov
= Flud”  idpe)
F 1 i—1
© [CF®O [png )’ e 7pz(z—1 ,)4]

i—1 Fo
© (Fl( )[MF@O opi gfﬂéovldF@O] Tt F( )[,UF@Q Op,f }@0’1dF€90])

Fryo C(ﬂ
= Flub ", idpag)
° [F([pgi}go’ T ’pgizll)w®o] + idF@D) [51 ;é)o’ e z(i;1})7®0]
o (F{" Vluficg 0 Pl pagidpeo] + - + By [uhicg 0 pl o, idpa))
Froo(l } (by Definition 3.6.9)

D .
= F[Mg ,idpeg)

o [F(p 5o - B ko) + idpso)

521 521 ) .
° F(Hl 1F [M?@o OPE 1)?6907 idpeo] + [Hiag Opz%@ov idpe))
(i=1)
° [61,Fﬁ>F®0+F€B0’ o 7Bz 1 F(Z)F®O+F@0]

Fryo(l } (by naturality)
o .
= F[MOF aldF@O]

o [Py 1ol + dpoo)
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i— i—1 i . [ .
o F(ITZLFY ke © b ey idpog] + (e © P e, id o))
(@)
[61,F®0""’ i—l,F@O]’

Fraock } (by Definition 3.6.5)
= Flu§” idpog) o F([p\ by -2 o) +idpag)
o F(ITZL PV ke g 0 b o idrog) + (ke © b pegr id o))
[ﬁ1 OO "Bi—l,F@O’ Frip10()]
= Flpbeoop\ moy o BVl o plhegsidpagl,
MFgO OPZ(Z 111)~“®0 °© F(Z 1)[ ggo Opz( 3?@0’ idpeo]]

. O
o (F(id ripeg T H1dpo peg + 15" o p,sidpe))

[51 JFO0 ’Bi(z)l,F@O’ Friy10 C(ﬂ) .
This concludes the proof. O

Sublemma 3.6.22. The unique homomorphism from an F-coalgebra

i i
B\ psgr - B peg Friz1 o1 [ [ FVF#0+ Fo0 — F(J] £V F®0 + F®0)
J=1 j=1
to a final coalgebra ({f : F®0 — FF®0 is given by the following arrow:
i
© . o . . .
1" 0 ags- - 0D pegidrag) - [[ F10 + F20 — F®0.
j=1

Proof. It suffices to show that the arrow is a homomorphism. We have:

P Fo F® i .
CO ° [HO Opg )Feéou'” y o OPE%@O,ldF@O]

= o b idpagl o (1P pogs -+ Py pogl + idpap)
= F[/’*g@vidF@O] © [CF®07 Frgo CO ] ° ([pg}}?@m ce 7p§7i1)u'@0] + idF@O)
(by Sublemma 3.6.19)

& . i i . 7
= Flu§ " idpeq) o [F([ppags -2 gl +idpeg) 0 (B pag: - -+ Blrag):

Frgo (] (by Definition 3.6.9)
® i ® i . i i
= F['U“g Opi)}«"@ov”-nug‘ Opg’;"@gvldF@O] 0 [Bil“@ow < 7;(’])76907F"{’i+1 OC(%T] :
This concludes the proof. O

Sublemma 3.6.23. Let i > 0 and A € C. We define an Fii_l(i + F®0)-algebra
of i Fii_l(F@O + F®0) — F®0 as follows:

o . (i=1)
Fi[dpegidpe)

F | (F®0 4 F®0) P F®0 —2LI0,
(i—1) ®  (i-1) .
0 = F(Hj._lF.(i_l)F@0+F®0) Flug o 1F®o""’“g oPi—l,F@o’ldF®0]
FEo S0 pag

Then if i is even (resp. odd), Juf® © Jpﬁi}@o : F;F@O -+ F90 is the greatest
fized point of #h (resp. ® 4 , see Definition 2.4.22).
JCFeao Jo; J(LFgol)_l,JO'i
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Proof. Assume that i is even. We write ¢ for & rt for simplicity. For

It Jo;
f: FiiF@O - F®0, we have:
o(f)
=Jo; ® F (f +idpeg) © JCFZ ! (by definition)

_ i—1 ® i i—1
:‘](CO) QJF[N Opgpea)oa"'vu()F OPE 1}’@0’1dF@0]®J61 1})«"@0

©) F lidpeq,idpeg] ® F 1(f +idpeg) ® JCF (by definition)

_ i—1 FO i—1
= J(CO ) QJF[MO pg F@)O"" 7:“0 OPE 1;7‘69071dF@0] ®F [fa ldF@O}

® Jﬁ - 11)?‘¢F®0+F®0 ® Jchg (by the naturality of 52(2:11))
(Cg‘)i QJF[ Opglpéé)oa--.vuOF OPE 1}’@0’1dF@0] ®F [f: 1dFGBO}
© Jﬁl FO0 (by Definition 3.6.5)

= () oF[Iul” © Ipl 8, © BV fidpe),
Juf® © I a0 © OV £ idpel, f. 1dp@o] © JB M,
(by Definition 3.6.5).  (3.19)

We now show that JM0F® ® pgi}@o is a fixed point of ®. By the equation (3.19)

above, we have:
STt © P hsg)
1= ® i— ) @ i .
=J(H e F[JMF O Ip 5t © BV © b hegpidpen, -

i—1 i—1 ) . % .
J @ ‘]p( 1 ;7'@0 © F( )[J:u © pz('}«"@ov ldF@O]’pg’;@O) 1dFEBO]

© I8 @0
=JH e F[Jﬂg F 0T g T © TP gy T O Dl g idpe]
® Jﬁz o0 (by Sublemma 3.6.21)
= Jud® ® Jp;;r@o (by Sublemma 3.6.22).

Hence J,ué:&B ® Jpgi}@o is a fixed point of ®.
It remains to show that it is the greatest fixed point. Let f be a fixed point

of ®. For each j € {1,...,i— 1}, we have:

I @ (Tl 0 apl ™Y © FIV(f idpeg)

i—1 i—1)
= JF[:U(}; Opg FGB)()a cee 7:“(}; Opz( 1 1)76907 ldF@O] © JB FGB() © F( [fv 1dF@O]
(by Sublemma 3.6.22)

i—1
:JF[ " OngeB)Oﬂ"'vNOF OPE 1}’@0’1dF@0]®F [faldFEBO]

©) ﬁ (by the naturality of 6](-i71))

F(Z)F@OJrF@O

D i—1 Fo i—1
= JF[MOF Pg F@)O’ <o alu() Opz( 1 ;reaoﬂdF@O] © F [fa 1dF@O] © J/B( JFO0

(by Deﬁnltlon 3.6.5)
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= F[Ju5® ® Jpgil_,go ® F - D[f idpeo), -

Tug” ©J z( 12?@0 © F [f idpeql, f, 1dF<B0] ©] Jﬁ(lp@o
(by Definition 3.6.5) .

Therefore, together with the equation (3. 19) proved above, we can see that the

following arrow is a homomorphism from [/Bl Fogr Z.(i})?@o, Frip10¢E to ¢t

[uf® @ ap ™) © F V(£ idpe). .
Jub® ® Jp§ 11) © F [f idpao), f,idpeq)

Hence by Sublemma 3.6.22 and the deterministic-greatest condition (Assump-
tion 3.6.7.5), we have:

[Tl © a8y © FY V[ idpag),

i—1
Juh” © Jpz( 1 l)mao © F 1S idpeo), /. 1dF@0]

C J[IMO © pg’)peeov ) IMO © pg?})«"@oa idF@O] .

This immediately implies f C J ,ug *o JPE?:@O- Hence J ,ug o pg@o is the
greatest fixed point of ®.
The proof when ¢ is odd is similar. O

Sublemma 3.6.24. Let T" be a monad and F' be an rx _Eu_pg Fm py
endofunctor on C. Assume that a lifting F' : K0(T) —

K4(T) of F is given and each homset of K¢(T) carries a CTAL I WALE - %a
partial order C. Assume further that they satisfy the X — 4> A=Y
conditions in Theorem 3.1.13. Let /' : FA — A be an initial F-algebra. For
each X,) Y e C,c: X » FX and o : FY + Y, if u: X -+ A is the unique
homomorphism from ¢ to J(:f)~! and a function ® j(,F),o (see Definition 2.4.22)
has a fixed point m : A + Y, then m©u: X + Y is the least fixed point of ®. .

Proof. It is easy to see that m © u is a fixed point of ®.,. We shall show that
it is the least fixed point. Let f: X + Y be a fixed point of ®.,.

By the conditions in Theorem 3.1.13, a homset K¢(T)(X, A) is w-complete
and has the least element |, and a function @ ;,r : KI(T)(X, A) — KUT)(X, A)
is monotone and w-continuous. Hence by the Kleene fixed point theorem (Theo-
rem 2.2.3.2), the unique fixed point u: X - Aof @, ;,r is given by | |, . CJuF (L).

We now prove m © <I>C 5,7 (L) E f by the induction on i.

e If i =0, by the conditions in Theorem 3.1.13, we have:
mo®, ;r(l)=mol=1CFf.
e Assume that m ©® @iJLF(J_) C f. Then we have:

m®¢i+1 (J_)

c,JiF

=mo JF e F(<I>’C r(L)oc (by definition)
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cOFmoJ toal e (@fzh (L) ®c  (mis a fixed point)
U@F(m@CDCJLF( ) @c

CooFfoc (by TH)
f (f is a fixed point) .

Hence we have m ©® CD(": 5,7 (L) E f for each i € w. Therefore we have:
€W 1Ew
Hence m ® u is the least fixed point. O

Proof (Sublemma 3.6.18). We prove Equation (3.18) by the induction on i. We
do not have to distinguish the base case from the step case.

We first prove Equation (3.18) for j = i. Assume that i is even. By the
definition of intermediate solutions (Definition 2.3.6), it suffices to show that

J,ug’&B @Jpgi;,@()@Fi(i) [Wit1y. e ugn]®l~§i) is the greatest fixed point of the following

function:
oo I T OFT (fruinns s usa), o 85 (i),
frtivt, .. .,ugn] ®c¢.
Here the right-hand side can be deformed as follows:
J(¢H) ™ QFUY‘_I)(ﬁUiH, ey U2p), . -»lz( 1 (fa WUit1,- .-, U2n),
frtivr, ... uQn] oF
— I )OI 0 api T @ FITY mMﬂwwwd@ﬁ”L”,
Juf” @ apY © BV fui, o usa 0 1Y,
frotigt, .- ugn] ® ¢ (by IH)
— IO O F[IuE® 0 JpiY o FIY mmﬂwqwm”w
Jut™ ©Ip5" © P i s,
frttip1s .o uon] © Jﬁ l 11))(+ A+ Xay, QC;'t
(by the definition of cf)
::J(gf)—1<315[Jp@‘1%... Jp Y idpeg)
@F(Hz 1F [f,ul+1,...,u2n]+[f,Ui+1,...,UQn])
®J5 1X+ A+ Xom ®C$
=J() e [Jpg%l) JPE 1 ),ldp@o] ® F DIt win, - uan]
©) Jﬁl(z 11))( et Xy @ ci (by the definition of Féi_l))
=J(@) PO JF[uh OPY RISTRT Opg—l )aldF@O] @Jﬁz(l 11F€BO
® F s tigas o u2n] © Cf (by naturality of ﬁl(z:ll))
(i-1)

(Co) QJF[MO opgz 1)7---,,“5 Opi 1)71(5[1'«“69()]@«75Z 1,F®0

@ JF [ldFEB(), ldFéB()] @ F (f + ldFEB()) @ F (ldX,L + [’U,Z’+1, ceey u2n]) @ C;l»:
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=Jo ® F (f +idpeg) © (B (idx, + [wist, - .. uzn)) © cf)
(by the definition of o;) .

Therefore we have to show that J,u5® ® Jp(il)w@o ® Fi(i) [Wit1y -, Up] © l;(i) is the

(see also Figure 3.2).

By definition, l;w is the greatest homomorph1sm from cf

greatest fixed point of <I> (i, iz )0t

F
to JCXi+1+"-+X2n’

and Fi(i) [Wit1, .- ugn] is the greatest homomorphism from Fl.jf;l(id Xig14t Xan T

F}
[Wit1,. .., Uu2]) © JCX+1+ Xy, tO JCFgOl. Therefore by Lemma 3.4.12,

Fi(i)[uiﬂ,...,ugn] ® ZZO is the greatest homomorphism from Fil(idxi +

Fi
[Wit1y. -y u2p)) © c to J(Fl_l

By Sublemma 3.6.23, J @Jp( ) s the greatest fixed point of ®

”LF€B0 F;

i1 Jo;

Therefore by the gfp-preserving condition (Assumption 3.6.7.4), Jud YoJ pg 1)?690@

@r,, . 7(0) .
F 7 [Wig1, - - . uop) @li is the greatest fixed point of <I> B e+ 1tz )0 oy

Equation (3.18) is similarly proved when i is odd, except that we use the final-
ity instead of Lemma 3.4.12, and Sublemma 3.6.24 instead of the gfp-preserving
condition respectively.

It remains to prove Equation (3.18) for j < i. We have:

ZJ(Z) (Ui+1’ N UQn)
_ lj(z 1) (l( )(Uz+1, e Ugn )y Uit 1, - s U (by definition)
D © 1y © O e 1 s 0]

(by the discussion above)
® i
=Jut" oJ § FélB)O

©) F( Y [JN ©) Jpg,i;:@o © Fz-(i) [Wit1,. .. U2n] © iz(i), Uit1,. -5 U] © l;(»ifl)
(by IH)

D 1—1
= Jul” © P8,

© Fj(i_l) ['] g@ © Jpg I)T‘GBO © F( )[ui+17 s au2n]aui+1a s 7u2n] O] Z](Z)
(by Definition 3.6.11)

= Juf” © P\ © FIDu® o Ip) g idpog) © FOluign, ... uza) @ 1)
(by Lemma 3.6.12)

= JMo ©) prip@o F( )[uz+1, cey U] © l~§-z) (by Sublemma 3.6.21) .
This concludes the proof. O

The following is the second sublemma for proving Lemma 3.6.15. It is about
a property on pg.z) : F]-(Z) = F9®,

Sublemma 3.6.25. For each j € {1,...,i}, ,ug Op( ;@0 o F() FoQ —pg)

Proof. By definition, it suffices to prove that the following arrow is a homomor-
phism from [Bﬁ%, e ,[31(3] to ¢t

@ % 7). 7 7). ! %
[/,Lg Opg_,)F@OO 1()11:'@0,...,#0 OP(}‘@OOFZ'( )lFGB[)] . HEj( )O — F@O

j=1
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We have:
& ‘ " & ‘ "
Cé: o [MOF o p%)F@O o Fl(l)lF@O, e ,,ug o pgl)u,@o o Fi(l)lp@o]

= Fluf” idpagl  CFag © [P e 0 B ipeo, - b peg 0 L ipeq)

(by Definition 3.6.16)
D . 7 7 .
= F[MOF sidpeg) o F([pg,)F@o, e ,P;l)meao] + 1dF@O>
0 By © FYipo, .., Blrag 0 FLipeg) (by Definition 3.6.9)

2y

® . i i . i) i i
= Flu{" idpeq) o F([pg}p@oa . ,PZ(-}@O] +idpeg) o Fo( )lF®0 of 5,37 . ,52-(,8]
(by naturality)

@ i i) ® i i) i i
= F([,ug Op§7)l?@0 o Fl( )IF@O, ... ,,ug op;l)j@o o Fi( )|F®0]) o [ﬁi’%, . ,ﬂig]

This concludes the proof. ]
Proof (Lemma 3.6.15). Immediate by Sublemma 3.6.18 and 3.6.25 O
Proof (Theorem 3.6.10). Immediate by Lemma 3.6.14 and Lemma 3.6.15. [

We note that Lemma 3.6.14 implies the existence of a solution of the HES in
Definition 3.6.8.

3.7 Extension to Nondeterministic Parity Tree Automata

We used nondeterministic Biichi and parity word automata as a running example
in the previous sections. In this section, we apply our framework to nondetermin-
istic parity tree automata (NPTA, Definition 2.2.4). Categorically, this means
that we extend F from Fa = A x (_) to Fx =[], i x (L)%

IS
3.7.1 Trace Semantics of NPTA via Logical Fixed Point
A coalgebraic parity trace semantics tr} (¢) (Section 3.6.2) characterizes L.

Proposition 3.7.1. We define a partial order T for each homset of K{(P)
as in Example 8.1.11, and define a lifting Fs : K{(P) — KU(P) of Fx as in
Ezxample 3.1.6. Then we have:

1. P and Fx, constitute a parity trace situation (Definition 3.6.3).
2. The carrier set of a final Fx-coalgebra is isomorphic to Treesy.

3. For a X-labeled NPTA A = (X, 1,p), we define a parity (P, Fx)-system
(X, e, (X1,...,Xon)) by c:=7 and X; := {z | p(x) = i}. Then we have:
[tri(c), ..., tr5, (¢)] = LF,. O

Item 1 is immediate as each homset of K/(P) constitutes a complete lattice.

Item 2 is fundamental (see Example 2.4.18). Item 3 will be proved later, using
Theorem 3.6.10 (see page 61).

3.7.2 Trace Semantics of NPTA via Categorical Fixed Point
We next focus on dtr;(c). We first describe a datatype (Fz)g-i)A and an arrow

5](221 : (FE)?)A — (Fz)(()i)A concretely.
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To explain the intuition, we first focus on Biichi tree automata and de-
scribe (Fg)ﬁo = I ®0 referring to the construction of a final coalgebra in The-
orem 2.4.17. We can easily see that FtA = Treef;(A) where Treey(A4) =
Trees 4 \ {(z) | # € A} (see Definition 2.2.1). Hence for each i € w,

(P (L +0)1
>~ Treed (Treef (... Trees ({x})...))

i

B {EETreeEX{O@}H*}

whose last component is *, (O appears exactly i-times

the root node is labeled by ©), and for each branch }
1

i

By Theorem 2.4.17, F;@O is a limit of the following sequence: 1 & F;l o
FiH2

(R P1 e

Fl9A {

.... Hence F; ® A is characterized as follows:

the root node is labeled by ©), and for each}

€Tree
SETT 0@ +4 | infinite branch ©) appears infinitely often

In general, we have the following characterization (the proof is similar to the
Biichi case).

Proposition 3.7.2. Fori € N, j € {1,...,i} and a set A, we define a set

-----

‘ ¢e the root node is labeled by j, and for
ACCTreeg.Z)(E, A) = Tree® each infinite branch, the mazximum
Dx {3+ A priority appearing infinitely is even

Moreover, we let

£e only the root node is labeled by 0, and for

ACCTI"eeéi)(E, A) = 0o each infinite branch, the mazimum
Treezx{o,...,z‘}JrA

priority appearing infinitely is even
We define a function
O AccTree(-i)(Z, A) — AccTreegill(E, A)

decompj ;

by decompg-i)(D,l) := (D, ") where
) {(a,j —1) (w= () andI(() = (a,))

l(w) (otherwise).

Then AccTreeg-i)(E,A) = (Fg)gi)A, and

@ . (@ ()
;o AccTree;” (3, A) — AccTreej_l(Z,A))

(decomp

o~ (agjil  (Fs) A — (Fy)? 1A) . O

By using the characterizations above, we can concretely prove that the as-
sumptions required in the previous sections are satisfied by P and Fy.
Proposition 3.7.3. Assumption 3.6.7 is satisfied by (T, F) = (P, Fy).

Proof. Condition 2 is proved in a similar manner to [47]. Condition 3 is proved
in a similar manner to [113, Theorem 4.3] using Proposition 3.7.2.
We prove Condition 4. For notational simplicity, let G := (Fz)f(i + A),
:
7 = ((Fg)i-:)@A and ¢ = CI(L‘FZ)Z' for simplicity. By Proposition 3.7.2, GX =
AccTreeEZ)(E, X+ A).
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Let c: X #GX ando: GY Y. Let I: X + 7 GX —+>GZ —+>GY
be the greatest homomorphism from ¢ to J¢, and m : CWAL =, JqALg =, $U
Z Y be the greatest fixed point of ®;¢,. It iseasy x_ 1 _,_ m v
to see that m ©1 is a fixed point of ®.,. We show that T
it is the greatest fixed point. Let t: X + Y be a fixed point of ®.,. and let
x € X. Assume y € t(z). We prove y € m ® l(x).

For each k € w, we inductively define xj, : Z — G*1 as follows: kg :=!z and
Kk+1 := Grg o (. By Theorem 2.4.17, (Z, (K )kew) is a limit over a final sequence

14 a1& 6 <G—2l .... Concretely, this limit is given as follows:
7 = {(bk € GM)jew | Yk € w. GFI(byy) = bk}.
For each k € w, we inductively define z;, € G*X and y, € GFY so that
Yk € @kt(a@k) as follows.
e When £ =0, z := z and y, := y.

e Assume that xj, y; and by, are defined so that z; € G*¥X, y, € GFY and
yi € ékt(xk). Ast=0® GtOc, there exist 2/ € GF1X and € GFY
such that 2/ € ékc(xk), (TS @kﬂt(x’) and yy, € éka(y’). We choose one
of such a pair and let z1 := 2’ and ypy1 =9/

Moreover, for each | € w, we define b; € G'1 by b := G'lx(x;) and let z :=
(bik)icw € GFZ for each k € w.

We prove zg € I(z) and y € m(z9). We first prove the former. Let m be
an ordinal such that K/(P)(X,Z) < |m|. By the dual of Theorem 2.3.2.3, [ =
(I)Z(JC)—I(T)' By the transfinite induction on a, we prove the following:

Va. Vk € w. 25 € G (D% 51 (T)) (1) - (3.20)

e Let a = 0. By the characterization GX & AccTreeEi)(Z‘,X + A), 2z €

ék("l—)(xk) for each k. Hence it is proved.
e Let a be a successor ordinal. Then we have:

—k [ xa k41 a1 —k
zr€G (@cng_l(—l—))(xk) Sz € e JCled (@*H(T)) © G c(xk)
—k+1 -
<1 €G (T (2rs1)

The last statement holds by the induction hypothesis.

e Let a be a limit ordinal. If z € el (@g/Jc_l(T))(xk) for each o/ < a, then

2 € Nw<a G (<I>g e (T ) (zk). Hence it is proved.

Hence we have z; € ®F ;. 1(T)(xg) for each a and k. By letting a = m and
k =0, we have zg € I(z). We can similarly prove y € m(zp). Hence Condition 4
is satisfied.

We prove that Condition 5 is satis- 7 i
fied. Let c: X — (Fa)h(X + A) be (FRJa(X +4) == (Fe)i(Fo))®4 + 4)
n (Fg)fz(i + A)-coalgebra and u: X — JC% C(FE)EE‘%N
((Fg)ﬁ)@A be the unique homomorphism X —+" s (Fo)} )GDA

i
from ¢ to C&FE)”. Let f: X + ((Fg) )® A be a homomorphism from Jeto JC
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and x € X, and assume that s € f(x). Then as f and Ju are homomorphisms

1
from Jc to J¢ AFE)", we can prove s = u(x) by the induction on the structure of
s. Hence Ju is the greatest homomorphism.
By Conditions 4-5, we can inductively define a lifting (Fg)ﬁ KT — Ke(T)
for each n € N. Hence Condition 1 and Condition 6 are satisfied.

Using Proposition 3.7.2, we can prove that Condition 7 is satisfied in a similar
manner to [47, 113]. O

We now explain dtr;(c) for NPTAs. For simplicity, we write AccTreeg.i)(E) for
AccTree (E (). By Proposition 3.7.2, dtr;(c) has the following type:

dtri(c): X; — P(AccTreeZ@n)(Z)) .
Proposition 3.7.4. Let A = (X,7,p) be a X-labeled NPTA where p: X —
{1,...,2n}. We define p : RunZ(X) — Treeg (; o, by p(D,l) == (D,l)
where I'(w) = (a,p(z)) if (w) = (a,z). We define a parity (P, Fxs)-system
(X, ¢, (X1,...,Xon)) as in Proposition 3.7.1.3. Then for each i € {1,...,2n}
and ¢ € X;,

dtr;(c = {p(p) € AccTreeﬁQn)(E) | p e RunACC(x)} )

Proof. By Proposition 3.7.2, the type of ﬁ( A ls isomorphic to the following:

AccTree( )(Z A) — H Y, X (H AccTree,g)(E A) —i—A) .

new

Moreover, it is given by B](ZI)L‘(Q“) = (a,&,...,&n—1) for & = ((a,j),fl, . ,xn_l) €
AccTree( )(E A).

By Propos1t10n 3.7.2 and the definition of Run}*(z), we can see that {p(p) |
p € Runj®(z)} C Fi@n) . For each i € {1,...,2n}, we define f;: X; —

P(AccTreeE )(Z)) by fi(z) := {p(p) | p € RunACC( )}. We show that a tuple
(fi)ief1,....2n) 18 the greatest fixed point of the function (3.16) in Definition 3.6.8.
We first prove that is is a fixed point. For each = € X;, we have:

TBEN T OFs(fi+ -+ fon) © ci(a)
= (BN O Fe(fi + -+ fan) ({(a, 20, ..., Zmo1) € T(2)})
=785 ({(@p(p0), - Ppm-1)) € T x ( z:lAccTreegm(z))m

| (a,x0,...,2m—1) € T(x),Vt € {0, .. —1}.pr € RunACC(xt)})
= {((a,7),p(po),---,P(pm-1)) € ACCTreeEQn)(Z)

| (a,20,...,Tm-1) € T(x),Vt € {0,...,m —1}.p; € RunACC( t)}
= {p(p) € AccTree!” (%) | p € Runy(x)}

= fi(x).

Hence (fi)i<i<on is a fixed point of the function (3.16) in Definition 3.6.8.
We next show that (f;)i<i<2n is the greatest fixed point. Let (g;: X; —

PAccTreeEZn)(E))lgiggn be a tuple of functions such that g; = J(ﬂi(’%n))_l ©

Fx(g1 + -+ g2n) © ¢; for each i. It suffices to show that g;(z) C fi(x) for each
i€{l,...,2n} and z € X.

60



Let i € {1,...,2n} and = € X;, and assume that { = (D,[) € g;(z). We write
l1(w) and lp(w) for m (l(w)) € ¥ and m(l(w)) € {1,...,2n} respectively. We
define a function I’ : D — ¥ x X by I'(w) := (l1(w), 5(w)), where lj(w) € X is
inductively defined as follows so that the following condition is satisfied: for each
w € D, & € g1, -, g2n](l5(w)) (recall that &, denotes the w-th subtree of &).

e For w = (), we let I5(()) := x.

e Let w € D and assume |l1(w)| = m. Assume that we have fixed I (w) so
that the condition above is satisfied. Assume further that l4(w) € X; and
that the root node of the w-th subtree &, of £ is labeled by a € ¥,,. Then
&w has a shape ((a,4),&wo, - - -, §w(m—1)). We have:

§w = (((I, Z)) §wo, - - - 7£w(m—1))
€ gilly(w))

= J(B) T O g+ + gan) © i)
= JBEN T O Folgr+ -+ g2n) ({(d 30, 1) € T(y(w))} )

2n
(,B(M )~ ({(a',ﬂ), ey &) € Xy X (H AccTree,(fn)(E))m,

k=1
| (20, .., 2m1) € T(lh(w)),

& € g1, -, 92n) () for each t € {0,...,m' — 1}})

— {((d,4),&, .., & 1) € AccTree™™ ()
| (d/,20,. .. ,xp_1) € T(lh(w)),
& € g1, .., 92n)(z¢) for each t € {0,...,m' — 1}} )

This means that there exists (a,zo,...,Zm-1) € 7(l5(w)) such that &, €
(91, - -, g2n](x¢) for each t € {0,...,m —1}. We let l5(wt) := x; for each t.

Let p = (D,l"). By its construction, we can easily see that p(p) = &.

By the construction, p is a run tree over A, and moreover, as { € AccTreeZ@n) (),
p is accepting. Therefore by the definition of f;, we have p(p) € f;(z). This con-
cludes the proof. I

Finally, we check what p; in Definition 3.6.9 characterizes.
Proposition 3.7.5. We define DelStgi) : AccTreeg-i)(Z, A) — Treey, 4 by
DelStg-i)(D,l) := (D,l') where I'(w) := m(l(w)). Then with respect to the iso-
morphism in Proposition 3.7.2, DelSt@ &) = pgzl‘(f)
Proof. It is easy to see that DelSt(z) AccTree( )(Z A) — TreeSy, 4 satisfies the
following equality for each & = ((a, ), (%, .. ,§m,1)) € AccTree( )(Z A).

DelStf)(g):(a,([Delstg“,.. ,DelSt V] (&), ..., De1st?, ... DelSt) (&, 1))).

By Proposition 3.7.2, this means that [DelStgi), e DelStl(-i)] is a homomorphism

from [BS)A, .. ,,BZ.(Z] to (4. Therefore immediate by the definition of pgi). O
We can now prove Proposition 3.7.1.3 as follows: for x € X,

L% (z) = {DelSt; 2n)( () | p € Run’y(z)} (by definition)

= Jp1 @ dtri(c)(x) (by Proposition 3.7.4 and Proposition 3.7.5)

=t (c)(x) (by Theorem 3.6.10).
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3.8 Extension to Probabilistic Automata

In this section, we fix T' to the sub-Giry monad Gs. A parity (Gs, Fx)-system
represents a probabilistic parity tree automaton (PPTA).

3.8.1 Trace Semantics of PPTA via Logical Fixed Point

We apply the framework in Section 3.3 to PPTAs. The proposition below is
proved in a similar manner to Proposition 3.7.1.

Proposition 3.8.1. Define an order on each homset of K¢(Gs) as Example 3.1.11,
and define a lifting Fy : K€(Gs) — KU(Gs) of Fs, as Evample 3.1.6. Then:

1. Gs and Fx, constitute a parity trace situation (Definition 3.6.3).
2. The carrier set of a final Fx-coalgebra is isomorphic to (Tree%o,grﬁee%o).

3. For a X-labeled PPTA of = ((X,SX),& p) where p: X — {1,...,2n}, we

define a parity (Gs, Fx)-system ((X, §x), Cors ((Xl,gxl), cel (XQn,SX%))>
as follows: coy =&, X; ={x € X | p(x) =i} and Fx, = {ANX; | A € Fx}.
Then for each x € X, we have: tr®(c)(z) = L? (). O

Remark 3.8.2. When T = G, the HES in Definition 3.6.3 is over a poset that is
not a complete lattice. Let ¥ = {*} where |*| = 0 for example. Then F3 X = {x}
for each X, and the carrier vFy, of a final Fx-coalgebra is given by {x}. It is not
so hard to see that a measurable space Gs(vFy,) is isomorphic to [0, 1] equipped
with the standard o-algebra. Suppose that we are given a Biichi (Gs, Fx)-system
(X, ¢, (X1, X2)) such that X = X; = R and X3 = (), both of which are equipped
with the standard o-algebras. Then a poset K¢(Gs)(X,vFy) with the order in
Example 3.1.11 is not a complete lattice (nor an upward directed set). Indeed, for
an arbitrary unmeasurable subset A C X = R of R, a directed subset {x,: X —+
[0,1] |a € A} C KU(Gs)(X,vFy) = SB(X,[0,1]), where xq(z) =1if 2 =a and 0
otherwise, does not have the supremum.

3.8.2 Trace Semantics of PPTA via Categorical Fixed Point

In fact, it is still open if T' = G5 and F' = Fy, satisfy Assumption 3.4.14. The
challenging part is the gfp-preserving condition (Assumption 3.4.14.4). However,
by carefully checking the proofs of the lemmas and the propositions where the
gfp-preserving condition is used (concretely, Proposition 3.4.11, Sublemma 3.6.13
and Lemma 3.6.15), we can show that Assumption 3.4.14.4 can be relaxed to the
following weaker but more complicated conditions.

Assumption 3.8.3. When n is odd, the following conditions are satisfied.

4-1. T and F,j{'(i + A) satisfy the gfp-preserving condition with respect to an

i
Tt

g —
Ll D pEpheB + B) 220 (FHeB for

algebra Fﬁ((ﬂi)@B + A)
each f: A B;

4-2. T and F*(_ + A) satisfy the gfp-preserving condition with respect to an

J(CFEy-1
algebra FH(F®®A 4+ A) 25 FO(F®@A 4 A) JCA)”, oo 4 where 7 is

: : F ~1 F )
the unique homomorphism from (tpes 4, 4) t0 Cpes 4, 45 and

62



4-3. T and F(_ + A) satisfy the gfp-preserving condition with respect to an
Sy . J Fy—1
algebra F(FEA + FEA 4 A) ZLEGIHD pope 4 44y 97 po gy

Proposition 3.8.4. Theorem 3.6.10 still holds even if we replace Condition 4 of
Assumption 3.6.7 with the conditions in Assumption 3.8.3. O

The weakened conditions above are satisfied by T'= G; and F' = Fx, on SB.

Proposition 3.8.5. We define a partial order T for each homset of KU(Gs) as
in BExample 3.1.11, and define a lifting Fyx, : K€(Gs) — KU(Gs) of Fs as in Exam-
ple 8.1.6. Then Conditions 1-8 and 5-7 of Assumption 3.6.7 and Conditions 4 -
1-3 of Assumption 3.8.3 are satisfied by (T, F) = (Gs, Fy).

Proof. Conditions 1, 2, 3, 6 and 7 are proved in a similar manner to Proposi-
tion 3.7.3.
We prove that Condition 4’-1 is satisfied. Let c¢: X —+ (FE) (X + A). Let

I: X - ((Fg) )P A be the greatest homomorphism from ¢ to J(A . Let m :
(F)H®A » (F2))®B be the greatest fixed point of g (J(CJ(BFE)%)_1 ©)
(Fo)fid + 1) © (Fx)! (g+1d) @CA . Let t: X - ((F2)H)®B be the greatest
fixed point of h — (J((p (F); 1 @E(id + 1) o( g)i(h +id) ® c¢. Pictorially,

.t
(FO)H(X + A) == (F)FH(F))PA + A) —— (Fx)}((Fx))®B + A)

()i d+p)
‘ = iy = (F)l(F))®B + B)

4\7(]“(1"2)I
X ! (Fe)))®A 3 (F)))®B.

i [
It is easy to see that m ® [ is a fixed point of h +— (J( épz)i)_l ©) (Fg)f(id +

o (Fg)f(h + id) ® ¢ and hence we have m ® [ C t. We prove the opposite
direction.
For each k € w, we inductively define 7y : ((Fg)f)@A — ((Fz)i( ) 1 as

follows: 7 ‘:'((F N e L and = ((Fe)f(C +ida))Ro (Fs)H(mp+ida) o Y™
We define ), ((Fg) )¥B — ((Fz)f(i + B))*1 in a similar manner.
By Theorem 2.4.17, (((Fg)f)@A, (Tk)kew) 1s a limit over a final sequence 1 <
Fe)}(14id Fo) (Fo)F(14id ) +id
(FZ) (1+ A) (Fy); (I+ida) (FE);t((FE) (1+ A) + A) < (Fx); ((Fp); (I4ida)+ida)
Similarly, (((Fx)})®B, (wk)kew) is a limit over 1 < (Fy)i(1+ B)

F: I+id g )+id

(Fo)}(Fs)H(1 + B) + B) & o)} (P (+idp)+idp) -
It is known that G; : SB — SB preserves a hrmt of an w°P-sequence con-
sisting of standard Borel sets [96]. This means that (((F: )1) A (e )res) is &

J(Fs) (1 +ida)
SR (B H(Fo)I1 + A) +

(F)}(1+idp)
<7

limit over a sequence 1 L (Fg) (1+A)
A) J(F)(Fo)! (+ida)+ida)

.. It is easy to see that it is also a 2-limit. That is,

(EE
for two cones (X, (74 )kew) and (X, (7)rew) over 1 A (F)iaya) SEAEE

1+i i
(Fz) ((F ) (1+A)+A) JER) () (+dA)+ 44) ... such that v} C ~? for each
k € w, if we write I' (resp. [?) for the mediating arrow from (X, (Vi)kew)
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(resp. (X, (V2)kew)) to (((Fg)i-t)@A, (J7k)kew), then we have ' C [2.  Simi-
J(Fs)(1+id
larly, (((Fs)D)®B, (J1))rew) is a 2-limit over 1 <& (Fo)i(1 + B) <L20Hd8)

F; I+idp)+id
(Fo)(Fo)i(1 + B) + B) JUEUIRN(ido)ids)
We inductively define a cone (X, (7: X —+ ((Fg)f( —I—A)) 1)kew) over 1 4

1(+id J(Fs)H(Fs)} (14id a)+id
(Fa)i+ A) SEHD b i1 4 A) 4 a) SERECH
as follows:

e For each s € w, we define an arrow fs: X -+ 1 as follows: i) fp:= J!x and

ii) foqy1:=J1O (Fz)i“(fs +id4) ® c. It is easy to see that fo J fi J
We define f,: X - 1 by f, :=[],g, fs- As the composition ® in K¢(Fs) is
w®P-continuous, by the Kleene fixed point theorem, f,, is the greatest fixed

point of a function h +— J! ® (Fg)f(h +ida) ©® c. We let vo := fo.

o Vo1 = J(Fs)i(y +ida) ©c.

— —2 —3
e Yol Ge =2 G c -3 Goe
X t G_X — 1 G X72 1 G )(73 t
// \<0 =, \&&G% = \&G R \&G 70
J! — JG! —9 JG?! — JG3!
l/‘l\‘ ]_ T Gl T G 1 T G31 T
Y //J! - //JG! - /JG’Q! - // TGB!
(Fz) ( Fs): o (F5): 3 (Fg);
JCu JGC, JG=Cy JG°C,

(Here G := (Fe)}(_ + A) and Z := ((Fx)H)®A)
Let I': X + ((Fg)f)EBA be the unique mediating arrow from (X, (7x)kew) to
a 2-limit (((F2)H)®A, (J7p)kew). By its definition, we can easily see that I/ is
a homomorphism from ¢ to J CI(L‘FE % Moreover for an arbitrary homomorphism
" X + ((Fg) )® A from ¢ to J(, =) , if we define v}, : X —+ ((Fz)f(f + A1) ew
by v, :== Jm, ©1” for each k € w, then I" is a mediating arrow from (X, (7} )kew)
o (((Fg)f)@A, (J7k)kew). By definition, we have v;, T -, for each k. Therefore
as (((Fg)f)@A, (JTk)kew) is a 2-limit, we have I” < I’. This means that the
mediating arrow from (X, (v)rew) to ((Fs))PA, (Jmi)rew) is  given by I.
Note that m (resp t) is the greatest homomorphlsm from (FE) (ida+ f) ®

JCy Fz) (resp. ( E)i(ldx + f)®c) to JC(FE . Hence in a similar manner to

(X, (9)kew), we can define a cone (((Fx))®A, (ef : (Fo))®A - (Fs)i(_ +
B))kl)kew) (resp. (X, (0p: X —+ ((Fz)f( )) 1)kew)) over 1 HJ—' (Fg)f(l +
By LN (gt 4 By By KONy

(resp. t) is the mediating arrow from the cone to (((Fg)g)@B, (I} ) kew)-

X = (Fo)})PA —— (F»))°B

((F)i(C +4))

Ok

By definition and that (((F ) V8B, (J7}, ) kew) 1s a 2-limit, to prove t C m® 1,
it suffices to prove 0, C g ® [ for each k € w. We prove it by an induction on k.
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e Let £ = 0. Note that for each X € SB, K¢(Gs)(X,1) has the greatest
element T x 1. We first prove dp C T((FE)?)@BA L © [. Note that the right-

hand side is equivalent to ~y. Recall that J§y is the greatest fixed point
of i — J'®© (Fz])i?(h” + f) ® ¢ while 7 is the greatest fixed point of

hw— J'O® (Fg)f(h +id4) ® c¢. Hence by an easy induction, we can prove
that dg C ~o and therefore dg C T((Fzﬁ)@A , © 1 is proved.

Note that g is the greatest fixed point of ' J!@F(h’+id3)®(Fg)f(idA+
1
e J¢ AFE)". Again by an inductive manner, we can prove g C g9 © [.

e When k > 0, we can prove 0; C €, @ [ by the definitions of §; and ¢, and
the induction hypothesis.

Hence we have t = m © [.
Condition 4’-2 and Condition 4’-3 are similarly proved.
It is easy to prove Jf C g implies g = J f. Hence Condition 5 holds. O

Hence we can consider decorated trace semantics dtri(c),. .., dtra,(c) for par-
ity (Gs, Fx)-systems. The datatype (Fg)§z) and its accompanying coalgebraic

structure ﬁj@ are given as follows.

Lemma 3.8.6. Fori €N and j € {1,...,i},

(P A4 22 (AceTreel” (3 4), 8 et 5,

where SAccTree;i)(E,A) = 8T‘1‘ee‘(>§;+A)X{1 """ @

(@)

J

}ﬁAccTreeg-i)(Z, A). Moreover, if i is odd
then the function decomp:’ in Proposition 3.7.2 coincides with afi. O
We can now characterize dtr;(c).

Proposition 3.8.7. Let &/ = ((X,§x),&,p) be a X-labeled PPTA such that
p: X = {1,...,2n}. We define a parity (Gs, Fx)-system

(X,3x), cors (X1,8x1)5 - -5 (Xon, Fxzn)))

as in Proposition 3.8.1. We define p : Runl; — Tlreeozox{1 2n) 08 in Proposi-

tion 8.7.4. Then for each i € {1,...,2n}, z € X; and A € SAccTree@")(E " with

respect to the isomorphism in Lemma 3.8.6, '
dtri(c)(2)(4) = LR (@) ({p € Runy | p(p) € A}).

Proof. Proved in a similar manner to [113, Theorem A.13]. O

We can characterize p; in a similar manner to the nondeterministic case
(Proposition 3.7.5).
As in the previous section, the Proposition 3.8.7 implies Proposition 3.8.1.3.

3.9 Conclusion and Related Work

We have introduced two categorical characterizations for languages of NBTAs
(Definition 3.3.1 and 3.4.15) and NPTAs (Definition 3.6.3 and 3.6.8). One of
them considers logical fixed points (i.e. fixed points in homsets) while the other
considers categorical fixed points (i.e. fixed points in categories). We have proved
that the latter characterization induces the former one (Theorem 3.5.4 and 3.6.10)
and hence they can be thought of as essentially the same characterization.
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Related Work A categorical characterization of the Biichi and parity condition
is also found in some existing work. In [24], using the lasso-characterization of
the Biichi condition, a Biichi automaton is modeled as a coalgebra in the product
category Sets x Sets. Because of the use of the lasso characterization, dealing
with infinite-state automata seems to be difficult for their framework. Extension
to probabilistic systems also seems to be hard in their framework. However,
in contrast, there exist notions that are well-characterized in their framework
but seems to be difficult to be characterized in our framework, like bisimilarity.
In [116], a notion of coalgebra automaton is introduced. It is an automaton that
takes coalgebras as inputs and classifies them with respect to the Biichi, parity
or Muller acceptance condition.

We have used the notion of “alternating fixed point of functors” in Chapter 3.
The same notion is also used in [38, 4]. In [38] the authors characterize the set of
continuous functions from A“ to B“ as an alternating fixed point v X. pY. (B X
X)+YA of a functor. Although the data type is not exactly the same as the one
used by us, it also has a Biichi-like flavor: for a continuous function f : AY — B¥,
if f(apay ...) = boby ... then each b; should be determined by some finite prefix of
apai . ... Hence a continuous function f can be regarded as an infinite repetition
of such assignments determined by finite prefix. In [4, Section 7] a sufficient
condition for the existence of such an alternating fixed point is discussed.
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Chapter 4

Categorical Fair Simulation

Using the categorical framework developed in the previous chapter, we categori-
cally generalize fair simulation.

Stmulation is a notion often used to prove behavioral inclusion between tran-
sition systems. Simulation notions are defined for various systems [66, 55]. Fair
simulation is one of them, which was originally introduced for nondeterministic
Biichi word automata [50, 32]. It was generalized for nondeterministic Biichi tree
automata (NBTAs) in [117].

Other well-known simulation notions are forward and backward simulation [74]
for nondeterministic automata. Categorical generalizations of those simulation
notions are known as Kleisli simulation [43]. In this chapter, we categorically
generalize fair simulation by extending the framework of Kleisli simulation. We
then concretize it for probabilistic Biichi tree automata (PBTAs), quantitative
variants of nondeterministic Biichi tree automata, to induce a new simulation
notion.

This chapter is organized as follows. We review notions of forward and fair
simulation in Section 4.1 and that of Kleisli simulation in Section 4.2. A categor-
ical generalization of fair simulation is in Section 4.3. Section 4.4 is devoted to
a “sanity check”: we concretize the obtained categorical framework for NBTAs
and observe that we rediscover the conventional notion of fair simulation. We
concretize the framework for PBTAs and induce a new simulation notion in Sec-
tion 4.5.

This chapter is based on [110].

4.1 Simulation

In this section, we review two notions of simulation. Simulation is often used to
verify behavioral inclusion between transition systems. For nondeterministic word
automata, simulation notions called forward simulation and backward simulation
are well-known. We hereby review the forward one. It is defined in terms of a
parity game (Definition 2.2.25).

Definition 4.1.1 (forward simulation, [74]). Let ¥ be a ranked alphabet and
A = (X,7) and B = (Y,0) be X-labeled NTAs (Definition 2.2.4). Let R C
X xY. We define a parity game GfX’%R = (X%%’fR, X}}{ER, E}X{%",R, E%igﬁ, PAB)
as follows:

g =R+ (]2 x X)) xY
IS

XMsr=R+R
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EN%R:={(r,r) ERxR|reR}

+{ al'l,..-,xi),y), GHZEZXXZ

(a7y17"‘7yn) Go(y),
((x1,91)s -5 (zi,00)) ~ X R Vi (z5,y5) € R
6R><
(a, xl,...,xi),y)) [LE: Xt
+ {(((561,3/1),.'.,(:61',%)), (zj,yj)) € R* x R ‘ je {1,...,i}}
0

PABR(t) ==

Min .
EiBR:

(a,1,...,2p) ET(x)}

We call R a forward simulation from A to B if Player Max is winning in the game
Gf}ﬁ%,R from each state (z,2) in R.

Note that in the parity game Gf}’% r» all the states are assigned a priority 0.
Hence Player Max wins if the play continues infinitely or Player Min gets stuck.

Using a forward simulation, we can check both finite and infinitary language
inclusions. This property is called soundness of simulation.

Theorem 4.1.2 ([74]). If R is a forward simulation from A to B, (z,y) € R
implies L (x) C Li(y) and LY (x) € LY (y). O

A simulation notion was also defined for nondeterministic Biichi word au-
tomata [50, 32] and named fair simulation. It was extended for nondeterministic
Biichi tree automata in [117].

Definition 4.1.3 (fair simulation, [50, 32, 117]). Let A = (X, 7,Acc4) and B =
(Y, 0, Acc) be finite-state ¥-labeled NBTAs. Let R C X xY. We define a parity

fair Max

game Gz p = (XA Bro XNB R EXE Ry ENB RopaB) so that XO% . XU )
E%%X r> and EM A r are the same as Definition 4.1.1 and p 4 5 is defined as follows:

0 (z ¢ Acca,y ¢ Accp)
PABR(TY) =1 (z€Accay¢Accg) and papr((a,z1,...,2:),y) =0
2 (y € Accp)

We call R a fair simulation from A to B if Player Max is winning in the game
Gfi%,R from each state (z,2) in R.

Theorem 4.1.4 (soundness of fair simulation, [50, 32, 117]). If R is a fair sim-
ulation from A to B, (z,y) € R implies L8 (z) C LE(y). O

Example 4.1.5. Let X be a ranked alphabet defined by ¥ = {a, b} and |a| = |b| =
2. Let A = (X,7,Accy) and B = (Y, 0,Accp) be X-labeled NBTAs illustrated
below, where we write zgmzﬁg when (¢, 21, 22) € u(z) for u € {1,0}.

n

%
gt

If welet R:= X x Y, then R is a fair simulation from A to B.
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4.2 Kleisli Simulation

In this section, we review the notion of Kleisli simulation. It is a categorical gen-
eralization of forward (and backward) simulation (Definition 4.1.1). We hereby
review the forward one.

Definition 4.2.1 (forward Kleisli simulation, [43]). Let & =  F o
(X,c)and Y = (Y, d) be (T, F)-systems. Assume that each homset FX <—+—FY
of KU(T) carries a partial order C. A forward (Kleisli) simulation ¢ - f %d
from X to Y is a Kleisli arrow f: Y — X suchthat cO f E Ffod. X <=—+—Y

Theorem 4.2.2 (soundness of forward Kleisli simulation). Let X = (X, ¢) and
Y = (Y,d) be (T, F)-systems. Assume that each homset of KU(T) carries a partial
order C, and the assumptions in Theorem 3.1.13 are satisfied. Assume further
that there exists a forward Kleisli simulation from X to ).

1. ([43]) By Theorem 3.1.13, T and F constitute a finite trace semantics. We
have: tr(c) Ctr(d) © f : X + pF.

2. With respect to tr*(c) and tr*(d) in Proposition 3.1.14, we have: tr*(c) C
tr'(d)© f: X » vF.

3. ([113]) Assume that T and F constitute an infinitary trace situation. We
have: tr*(c) Ctre(d) © f : X +» vF. O

Item 2 is immediate by Item 1 and Proposition 3.1.14.

4.3 Kleisli Fair Simulation

In this section, we extend the notion of Kleisli simulation (Definition 4.2.1) so
that it generalizes fair simulation (Definition 4.1.3). To this end, we employ two
existing notions—partially additive monad and lattice-theoretic progress measure.

4.3.1 Partially Additive Monad

Let T' be a monad and g; : V -+ X; and g2 : V -+ Xs be Kleisli arrows in
K(T). In general, we cannot canonically define an arrow g : V -+ X + X5 from
g1 and gs. A partially additive monad is a monad with such a “codomain join”
operation.

For example, when T = P, we can define g : V + X; + X5 by g(v) :=
g1(v) U ga(v). When T' = G, if g1(v)(X1) + g2(v)(X2) < 1 then we can define
g:V + X1+ Xo by g(v)(A) := g1(v)(A)+g2(v)(A). Note that in the latter case,
the “codomain join” is not always defined, i.e. it is a partial operation.

Definition 4.3.1 (partially additive monad, [59, 25]). Let C be a category with
an initial object 0, binary products and binary coproducts. A monad T on C is
called a partially additive monad if it satisfies the following conditions:

1. The object T0 is a final object in C.}

2. Let X1,X9 € C. We define p1: X1 + Xo — TX; and po: X1 + Xo —
TXs by p1 = [nx,, Lx,,x,] and p2 := [Lx, x,,7x,], where for X,Y € C,

!This implies that 0 is both an initial and final object in K¢(T). Such an object is called a
zero object.
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lxy: X — TY is defined by Lxy = X o I 7y (See also
Remark 4.3.4.) Then the following arrow is a monomorphism?,

oT'p1, oT
T(X, + Xa) (x19TP1,1x59TP2) TX{ % TXy

The above assumptions allow us to define a “codomain join” and its inverse
operation as follows.

Definition 4.3.2 (codomain restriction and codomain join, [25, 59]). Let T be a
partially additive monad. For each V, X1, X9 € C and i € {1, 2}, we define a func-
tion called a codomain restriction _ [ : KO(T)(V, X1 x Xa) — K€(T)(V, X;) and
a partial function called a codomain join (_, ) : K¢(T)(V, X1) xKe(T)(V, X2) —
KO(T)(V, X1 x X3) as follows.

(tx, 0Tp1,px4°9TD2)

gXi = (v 9 (X1 + Xo)

g (Jg:V = X1 x X5.Vi € {1,2}. g; = g|™)
(g1, 92) == .
undefined (otherwise) .

TX, x TXy ™ TXZ-> and

Note that by Condition 2 of Definition 4.3.1, (g1, g2)) is unique if it exists. See
also the following diagram.

oT'p1, oT’
T(Xy + X TP, o X,

T <gl 792)
Vv

{g1,92)

Example 4.3.3. As we have already mentioned, the powerset monad P is par-
tially additive. The operations in Definition 4.3.2 is given as follows:

giti)={re Xi|z€g)} and  {(g1,92)(v) = g1(v) Uga(v).

The sub-Giry monad Gs is also partially additive, and we have:

gI%i(v)(A) = g(v)(A),  and
g1(v)(AN X1) + g2(v)(AN X2)

(g1, 92) (v)(A) = (1(0)(AN X1) + g2(v)(AN Xo) < 1)
undefined (otherwise) .

Remark 4.3.4. Let T be a partially additive monad such that K¢(T') is a Cppo-
enriched category. We have used the same symbol Lx y for (i) the least element
in a homset of a Cppo-enriched category (Definition 3.1.12) and (ii) an arrow
Tiyo!x in the Kleisli category of a partially additive monad. A confusion is
unlikely because of the following reason: in the next section (see Theorem 4.3.14)
we assume that composition in K¢(T') is left-strict, i.e. Lxy ® g = Lzy for each
g:Z +Y, where L xy and L7y are defined in the sense of (i). It is easy to see
that under this assumption, (i) and (ii) coincide.

We conclude this section by presenting some properties of codomain restric-
tions and joins. Their proofs are easy.

Lemma 4.3.5. Let T be a partially additive monad.

2An arrow m: X — Y is a monomorphism if mo f =mo g implies f =g
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1. Forg:V — X1+ Xy, the codomain join (g1, g|X2) is always defined and
given by g. Conwersely, if (g1, g2) is defined then ({g1,g2))1~ = g; for
ie{l,2}.

2. FOTf:W—)V,gl2V—)X1,gg:V—>X2, hi: X1 =Y and hy: Xo — Y5
such that (g1, g2) is defined, we have:

(g1, 92) ©f ={g10f,920f) and (hi+h2)o(g1,92) = (h10g1,h20g2) .
3. Forg:V — X, (9,Lvx) and {(Lv x,g) are always defined and we have

[idx,idx] ® ((g, J—V,X>> = [idX,idx] ® <<J_V7x,g>> =g. O

4.3.2 Lattice-Theoretic Progress Measures

As its name suggests, the notion of lattice-theoretic progress measure stems from
that of progress measure. We first review the latter. As parity games (Defini-
tion 2.2.25) have many applications, methods for calculating the winning region
of a parity game are extensively studied. Progress measure is one of them.

A progress measure is defined as a function that assigns each state of a parity
game a tuple (aj,...,a,) of ordinals. Intuitively, an ordinal a; “counts” the
number of states with an odd priority 2k — 1 so that such states are not visited
infinitely many times without visiting states with greater priorities. Ranking
function discussed in the next chapter (Definition 5.1.1) can be thought of as its
special case.

Definition 4.3.6 (<;). Let S = (XMax xMin pMax pMin 5y he g parity game
such that p : XM& — {1,...,2n}. A prioritized ordinal for S is an n-tuple
(aq,...,a,) of ordinals. Moreover, for each i € {1,...,2n} the i-th truncated
(pointwise) order is a preorder <; between prioritized ordinals defined as fol-
lows: (ai,...,a,) <; (af,...,a)) holds if (i) ¢« = 2n; or (i) ¢ < 2n — 1 and
aj < a; for each j € {a,...,n} where a = % if ¢ is odd and %—l—l if ¢ is
even. We write (ai,...,a,) <; (a},...,a}) if (a1,...,0,) <; (af,...,a),) and

(ar,...,0,)>7(al,...,a)).

Definition 4.3.7 (progress measure for two-player games, [67]). Let S = (XMax,
XMin pMax pMin 5) he a parity game such that p : XMax — 1 ... 2n}. We
write [a] for a + 1(= {a’ < a}). A progress measure for E is a pair

p:((ailw"v@)?P:XMax_)[ail]X"'X[@]—F{T})

of a prioritized ordinal and a function that satisfy the following conditions for
each € XM# guch that p(z) = i.

1. If ¢ is odd, then

Jy e XMngt (z,y) € BM™ va! € XM gt (y,2') € EM, p(a’) <; p(z).

2. If i is even, then

Jy e XM gt (2,y) € BM™ va' € XM* gt (y,2') € M. p(2!) <; p(2).

Here we regard T as the greatest element with respect to <; for each 1.

Progress measure provides us with a sound and complete method for deciding
the winner of a parity game.
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Theorem 4.3.8 ([67]). Let S = (XMax xMin pMax pMin 5 be ¢ parity game.

1. (Soundness) If p = ((ch, e ,Tn),p) 18 a progress measure for S, then for
each © € XM3 p(2) £ T implies x € Wing.

2. (Completeness) There exists a progress measure p = ((ch, ceyOp), p) such
that p(x) # T for each x € Wing. O

Theorem 4.3.8 says that we can underapproximate the winning region Wing
of a parity game using a progress measure. Lattice-theoretic progress measure [49]
is a generalization of progress measure, which we can use for underapproximating
solutions of an HES. Because p and v do not necessarily appear in the alternating
manner in our definition of HES, we have to first modify Definition 4.3.6.

Definition 4.3.9 (<; for HESs). Let E be an HES as in Definition 2.3.5. Let
k= |{z | i = ,u}| and define i1,...,i; € {1,...,m} so that i1 < iy < -+ < iy
and n;, = p for each a € {1,...,k}. A prioritized ordinal for E is a k-tuple

(a1,...,a;) of ordinals. Moreover, for each i € {1,...,m} the i-th truncated
(pointwise) order is a preorder <; between prioritized ordinals defined as follows:
(a1,...,ax) <; (af,..., @) holds if (i) 4 <4, or (ii) i < ix and a; < a’ for each

j € {a,...,k} where we define a € {1,...,k} so that i1 < -+ <i,1 <i<ig<

Definition 4.3.10 (lattice-theoretic progress measure, [49]). Let E be an HES
as in Definition 2.3.5, and define {i1,...,ix} as in Definition 4.3.9. We assume
that for each i € {1,...,m}, L; has the smallest element L. A (lattice-theoretic)
progress measure for E is a pair

p= (@1 ), (Pilon - 0) icqr | my 0<ar <o 0<ay <7 )
of a prioritized ordinal and a family of elements p;(a1,...,a;) € L; that satisfy
the following conditions for each prioritized ordinal (ay,...,ax).
1. (Monotonicity) For each i € {1,...,m}, (a1,...,a5) <; (a},...,0a}) im-
plies pi(ar, ., ax) C pi(a, .. ., af).
2. (u-variables, base case) Let a« € {1,...k}. If a, = 0 then
pi (A1, ..., 0g, ..., 05) = L.
3. (u-variables, step case) Let a € {1,...,k}. If a is a successor ordinal,
there exist ordinals by,...,b,_1 such that by <ay,...,b,1 <a,_1 and
pia(ala ey aa—la aa7 aa+17 ceey ak)
pl(bla ey ba—la Qg — 1, Aag+1y- -+, Clk-),
E f/La MR * (4'1)
pm(blu ey ba—la aq — ]-7 aa+17 ey ak)

4. (p-variables, limit case) Let a € {1,...,k}. If a, is a limit ordinal, then

the supremum | |, . pi,(a1,...,8a-1,b,00¢1,...,0) € L;, exists and
pia(ala ey Og—1,00, Og415. .-y ak) E |_| pia(ala ceey 0g—1, b7 Qa4+l -y ak‘) .
b<ag
(4.2)
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5. (v-variables) Let i € {1,...,m} \ {i1,...,ix}. Define a € {1,...,k+ 1}
be so that i1 < -+ < iq_1 <@ <ig < --- <ip (if i < ¢ then a:=k+1).
There exist ordinals by,...,b,_1 such that by <ay,...,b,_1 <@a,_1 and

pl(b17'"7ba—17aa7"'7ak)7
pi(al,...,aa,l,aa,...,ak) C fl ey . (43)
p’m(bla"'7ba—17aa7"'7ak)
We call each p;(ay,...,a;) an approzimant.

The following result corresponds to Theorem 4.3.8, which is proved using
Theorem 2.3.2 and Corollary 2.3.3.

Theorem 4.3.11 (cf. [49]). Let E be an HES as in Definition 2.3.5, and assume
that E has a solution. We further assume that for each i € {1,...,m}, the poset
(Li, ;) has the least element and either of the following conditions is satisfied:

(i) (Li,C;) is w-complete, and for each liy; € Liyi,...,lym € Ly, the function
fl.i(i,l,qu, «oylm) : Ly = L; (Definition 2.3.6) is w-continuous; or

(ii) (Li, ;) is directed complete.
Then we have the following.
1. (Soundness) If p = ((ch,...,ch),(pi(al,...,ak))i,al ..... ak) is a progress

measure for E then we have p;(ay,...,a5) C 5! for each i € {1,...,m}.
2. (Completeness) There exists a  progress measure P =
((ch, ce, 0g), (pz-(al, cee ak))i,a17--.7ak) such that pi(ag,...,ag) = uf‘ﬂ
for each i € {1,...,m}. Especially if Assumption (i) is satisfied above,
there exists a progress measure such that a; < w for eachi € {1,...,m}. O

Definition 4.3.7 and Definition 4.3.10 might seem rather different, but in fact
the latter generalizes the former in the following sense.

Proposition 4.3.12 ([49]). Let S = (XMax xMin pMax pMin o) pe ¢ parity
game such that p : XM — {1 ... 2n}. Foreachi € {1,...,2n}, we let XZMaX =
{z € XMax | p(x) = i}. We define functions Og : PXMax — pxMin gpnq
Os : PXMin _y pxMax g5 follows:
Os(S) := {y € XM |2/ € XM* 5 ¢ (y,2') € EM. 2/ € S} and
0s(T) :={x € XM | Jy ¢ XM 5 ¢ (2,9) € EM™ y T},
Fori € {1,...,2n}, we define Os; : PXMn — PXMax py (o (T) := Os(T) N X;.

We define an HES as follows (here v and v appear in an alternating manner):

ur =y 0s1(0s(ur +ug + - +ug,)) € (PXP™ Q)

U9 =, 05’2 (Dg(ul +ug + -+ UQn)) S (PX%\MX, g) (4 4)

Usn =y Os2n(Os(ur +uz + - +ugn)) € (PXMx Q)

1. Letp = ((ﬁ,...,@),p) be a progress measure for S. For i € {1,...,2n}
and ordinals a; € [@y],...,a, € [@,], we define a subset pi(ay,..., a,) €
PXZMaX as follows:

pi(ag, ..., a,) = {m e xMax

p(z) <; (al,...,an)}.

Then a pair ((@1,...,d,), (pi(a1,. .., ap) )Z I ) is a lattice-theoretic
progress measure for the HES (4.4).
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2. Letp = ((ch, ooy y), (piag, ..., a,) )Z o an) be a lattice-theoretic progress

-----

measure for the HES (4.4). We define a function p : XM — [ag] x --- x
[@,] +{T} so that p(x) is one of the minimum elements of the following set
with respect to the preorder <;:

{(al,...,an) { :EEpi(al,...,an)}.
Then a pair ((ch, .. ,@),p) is a progress measure for S. O

The proposition above also shows that the winning region of a parity game
can be calculated as the solution of an HES (4.4).

4.3.3 Kleisli Fair Simulation with Dividing

We are now ready to present our categorical definition of fair simulation and its
soundness theorem.

Definition 4.3.13 (fair simulation with dividing). Assume that 7" and F' con-
stitute a Biichi trace situation (Definition 3.3.1) with respect to C. We fur-
ther assume that the monad T is partially additive. Let X = (X, c, (Xl,Xg))
and Y = (Y,d,(Y1,Y2)) be Biichi (T, F)-systems, and @ be an ordinal. A
(Kleisli, a-bounded) fair simulation with dividing from X to )Y is an arrow
f:Y - X that satisfies the following conditions (for simplicity, we write f;;
for (f ® k;)]%: Y; - X; (see Definition 4.3.2)).

A. The arrow f: Y + X is a forward Kleisli simulation from X to ).

B. There exist a pair di1,di2: Y7 + FY of arrows such that [idﬁy,idfy] ®
{(dy1,d12) = di and a pair of increasing transfinite sequences

Memc e s Xiand f) CHYC T AT Y5 Xa,

such that a codomain join ( ff?, f1<3> ) exists for each a < @, and the follow-
ing conditions are satisfied:

(a) (Approximate fi; and fi2) We have fl(? = f11 and fl@ = fi2.
(b) (f{7) For cach a, e1 ® £ EF[(AY, 115, (for, fa2)] © s
(c (f1<3>, the base case) If a = 0, then f1<3> = 1.

(d (f1<3>, the step case) If a is a successor ordinal, then ¢y ® f1<3> C
FIAT A (o fo))] © .
(e) ( f1<3>, the limit case) If a is a limit ordinal, then the supremum

|_|a/<u f1<g> exists and f1<;> - |_|a/<a 1<g> :

We call the pair di1,d12 of arrows a dividing of di, and the sequences

)
)
)
)

fﬁ» c---C ff? and f1<(2]> c.-.-C fl@ approximating sequences.

Py F(s, fg){>>,(<f21,f22)>] Py Py F[<<fﬁ‘>,ff§>l>>7<<f21,f22>>] Py
du’?L | (a) ‘T’Cl 65124L | f<a+1> +C2
Y; : 1 X, Y; 2 X,

Theorem 4.3.14 (soundness). Let a be an ordinal. Assume the following.
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1. The Kleisli category K{(T) and the lifting F : K¢{T) — KUT) of F are
Cppo-enriched with respect to T (see Definition 3.1.12).

2. The codomain restriction (_)|*i, the codomain join (_,_) and the co-
tupling [_,_| of Kleisli arrows are all monotone and w-continuous with
respect to C.

3. The codomain join is downward closed, i.e. for fi,g1 : V - X1 and fa, 9o :
V 4 Xy such that f1 C g1 and fo T go, if {g1,92) is defined then {fi, f2)
is also defined.

4. The Kleisli composition ® is left and right-strict, i.e. L © f = L and
fol=_1.

5. For each limit ordinal a < @, post-composition in K¢(T') is a-continuous,
i.e. if the supremum | |;_, fi exists then | |;_ (9 © fi) also exists and g ©

(|_|i<a fl) = |_|i<w(g © fl)

If there exists a fair simulation with dividing f:Y -» X from X = (X,¢c,
(X1,X2)) to Y = (Y, ¢, (Y1,Y2)), then we have trP(c) ® f CtrB(d): Y - vF.

By Assumption 1, we can apply the correctness results of progress measures
in Theorem 4.3.11 for the HES (3.4) in Definition 3.3.1. Note also that by As-

sumption 3, the codomain join { fﬁo, f1<3> ) in Definition 4.3.13 always exists.
We prove the theorem using two lemmas.

Lemma 4.3.15. Recall that tr2(c): X1 - vF and tr5(c): Xo + vE are given
as the solutions uﬁOI and u%OI of the HES (3.4) in Definition 3.3.1. By Assump-
tion 1 of Theorem 4.3.14 and the completeness theorem of progress measure (The-
orem 4.3.11.2), there exists a progress measure

bx = ((Fl), (ul(bl): X +» VF, u2(bl): Xo # UF)b1§H>

for the HES (8.4) such that by < w, u1(b1) = tr¥(c) and uz(by) = tr(c). We
define a pair

p = ((G,E), (hl(tl,C2),h2(c1,C2)7h3(C1,C2))C1§GC2§5)

of a pair of ordinals and a family of ordinal-indexed Kleisli arrows
hi(c1,¢c2): Y1 -+ vE, ha(ci,c2): Y1 + vF and hs(ci,c2): Yo  vE as follows:

€ = by, =1, hi(er,c2) == ui(er) © fl(?); ha(c1,e2) 1= ua(tr) © f1(§2)7 and
hs(c1,c) := [ul(ﬁ), W(G)]@«fﬂ, fa2)) (see also Figure 4.1). Then p is a progress
measure for the following HES.
-1 ® F[[iduF, idl,F] © <<h1, h2>>, hg] ®Odin € M(T)(Yl, VF)
he =, (JO ' O F|lidyp,idyr] © (b1, ko)), hs] © dia € KU(T)(Y1,vF) (4.5)
1o F[[id,/p, idVF] ®© <<h1, hg», h3] Ody € Kf(T)(Yg, vF)

Proof. We show that p satisfies the axioms of progress measure (Defini-
tion 4.3.10).
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F(r52 15

2)

), <<f21,f22>>t]4ﬁ)f([u1(c1),u2(qbﬂ E[(r52 113, <<f21,f22>>;n§[u1(a),u2<agj

Y f } vF FY f } vF
Ad1y 3 i T B/ = P 3 i T /e =
Y1 = = vF Y = X5 — yF
(e2) uy(c1+1) (eg+1) uz (1
11 12
hi(e1,c2) h2(:;,€2)
}E[(( f?>7 1<;2i ))<<f21,f22>>;_‘X[U1(QRMQ(H}%]VF
+ds - e T g
Yy f X —+——pF
(f21,f22) [u1(cr),u2(cr)]
h3(c1,c2)

Figure 4.1: The progress measure p in Lemma 4.3.15, pictorially.

1. (Monotonicity) Assume ¢; < ¢} and ¢ < ¢;. Then by Assumption 1 in
Theorem 4.3.14, Condition 1 in Definition 4.3.10 and that (fﬁl))aga and

a . .
( f1<2>)a§a are increasing sequences, we have:

Mfer,e) = ui(e) © £ £ w(e) © A7 = hi(d), ).

Hence h; is monotone. Monotonicity of ho and hs are similarly proved.

2. (u-variables, base case) By Condition B(c) in Definition 4.3.13 and Con-
dition 4 in Theorem 4.3.14, we have:

h(0,c0) =w (0)© £ = Lo f =1 and
hQ(Cl,O) = UQ(Cl) ® f12 = UQ(Cl) OlL=_1.

3. (u-variables, step case) We have the following (see also Figure 4.1).

hl(Cl + 1’ Cz)
=u(c1+1)0 fl(f) (by the definition of hj(cy, c2))

C(JO)™!

= (O™

1O Flup(er),ua(c1)] ®@ c1 © f(CQ) (px is a progress measure)
1O Flup(e1), ua(e1)] @ ¢1 © f1c2) (by the monotonicity of px)

JO) " O Flur(er), ua(@)] © F (S5 FE), (for fo2)] @ dun

(by Condition B(b) in Definition 4.3.13)

o T [ldr idur] © (n(e) © A1, wa(@@) © £,

[ur(c1), u2(e1)] © (far, f22))] © dun

© F[lidyr,idyr] © (ua(er) © £7, ua(eD) © £i57),
[u1 (€1), u2(€1)] © (far, f22)] © dia
(by the monotonicity of py)

Fllidyr,idyr] © (ha(cr, c2), ha(cr, €2)), ha(c1, e2)] © dny
(by the definitions of hj(cy,¢2), ha(cq,c2) and hs(cy,c2)) .

We can similarly prove that there exists an ordinal ¢} such that

hg(tl, co + 1) C F[«hl(c/l, CQ), hg(cl, C2)>>, hg(tl, CQ)] ®dyg .
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4. (u-variables, limit case) Let ¢; be a limit ordinal. By t7 = by < w
and Condition 5 in Theorem 4.3.14, Kleisli composition in K¢(T') is ¢;-
continuous. Hence for each ordinal ¢o, we have:

hi(c1,c2) = wui(er) ©f1<§2> C ( |_| ui(cy)) @f1<;2>

¢ <e1

= |_| (u1(ch) ®f1 |_| hi(ch,c2).

¢ <e1 ¢ <a
We can similarly prove that for an ordinal ¢; and a limit ordinal cs,

a(c1, ¢2) |_| ha (e, ch) .

c2 <cg

5. (v-variables) In a similar manner to the step case of p-variables, we have:
h3(e1,c2) C (JO) ™' © F[(ha(e1,e2), ha(e1, @), hs(1,e2)] © da.

Hence p is a progress measure for the HES (4.5). O

Lemma 4.3.16. We assume the assumptions 1-5 in Theorem 4.3.14. Let
frY —+ X be an u-bounded fair simulation with dividing from X =
(X, c, (Xl,XQ)) toY = (Y, c, (Yl,YQ)). Let (h$°Y b h$°Y) be the solution of
the HES (4.5) in Lemma 4.3.15. Then we have:

id,r,idyp] @ (B AN CtrB(d)  and B C tr(d). (4.6)

Proof. In general, the least fixed point of a monotone function f : Ly x Ly —
L1 x Lo with respect to the product order can be calculated in a “pointwise”
manner. That is, the least fixed point of f is given by the solution of the following

HES: {3; iy }ZEEZ?% c gf;%% . The proof is easy.

Because of this, the solution v§°!, v5°!, v§°1 of the HES (4.5) in Lemma 4.3.15

is equivalent to the solution w$°, wi® of the following HES, in the sense that
U}?Ol — (Usol 1)301) and wsol U§01
w0, = ( [1 vy idyr] © (win, wiz)), wo] ®d11,>

a Flidyp,idyr] © (w11, wi2), we] © dia

e KUT)(Y1,vF) x KUT)(Yi.vF)  (47)
wy =, (JO ' © F[lidyr,idyr] © (wir, wi2),we] ©dy € KU(T)(Yz,vF)
Here wi; and wio denote the first and the second component of wy; €

Ke(T)(Y1,vF) x KT)(Y1,vF) respectively.
By the completeness of progress measure (Theorem 4.3.11.2), there exists a

progress measure ¢ = ((a), (w1 (a), w2(a))s<q) for (4.7) such that wy(a) = wi! =
(v5°h, v3°Y) and wa(a) = wi?' = vl

:= wi(a) and define v} (a): Y1 -+ vF and
® ((wu( ), wiz2(a)) and vy(a) = wa(a).
(a),vh(a))a<q) is a progress measure for
d): Yy + vF and tr3(d): Y2 - vF (see

For each a < a, let (w11(a), wiz(a)) :
vh(a): Yo - vF by vi(a) = [idyr,id,F]

We now show that p' := ((a), (v}
the following HES, which defines trP(
Definition 3.3.1).

{u’l =, J(¢H) e
uy =, J(CF)T'o



1. (Monotonicity) By the monotonicity of wq(a) and we(a), v} (a) and v)(a)
are also monotone.

2. (pu-variables, base case) We have (w11(0),w12(0)) = w1(0) = (L, L) by
the definition. Hence by Lemma 4.3.5.3 and Condition 4 of Theorem 4.3.14,
we have:

v1(0) = [idyp,idyr] © (w11(0), w12(0)) = [idyr,idyp] © (L, L) = L.
3. (u~variables, step case) For an ordinal a < @, we have:

vi(a+1)

= [idyp,idyp] ® (wi1(a+ 1), wiz2(a+ 1)) (by the definition of v](a+ 1))

C [idyr,idyr] © ((JO) ™' © F[lidyr,idyr] ® (wi1(a), wi2(a)), wa] ® di1,

(JC)_I ® F[[idyp, idyF] ® <<w11(a), wlg(a)», wg] ® d12>>
(q is a progress measure)

= (JO' O F[[idyr,id,r] © (wii(a), wiz(a)), we]
© idpy,idry] ©® {di1,d12))

C (JO) ' o F|lidyr,idyr] ® (wii(a), wiz(a)), wa] © dy
(d11, di2 are a dividing of dy)

=JOtoe Flvi(a),v5] ©d (by definition) .
4. (p-variables, limit case) For a limit ordinal a < @, we have:
vy (a)
= [iduF, idVF] ® <<w11( ) ’LU12(C[)>> (by the definition of v’l(a))

C idyr,idur] © (Upeq wi1(b), Llpeq ¥12()) (g is a progress measure)

= Up<alidor, 1dyr] © (w11(b), wi2(b))
(by Conditions 1 and 2 of Theorem 4.3.14)

= [p<a v1(b) (by definition) .

5. (v-variables) For an ordinal a < @, there exists an ordinal b < @ such that:

vh(a) = wo(a) (by the definition of v}(a))

C (JO) ™' o Fllidyr, idyr] © (wi1(b), wi2(b)), wa(b)] © da
(¢ is a progress measure)

= (JO)™ ® F[v1(b),v5(b)] ® do (by definition) .
Hence p' = ((@), (v{(a),v5(a))a) is a progress measure for the HES (4.8). By
soundness of progress measures (Theorem 4.3.11.1), we have (4.6). O

Proof (Theorem 4.3.14). By Lemma 4.3.15 and the soundness of
progress measures (Theorem 4.3.11.1), for the progress measure py =
((b1), (u1(b1),u2(b1))y, <5;) in Lemma 4.3.15, we have:

ui(61) © FE o, ua(br) @ £57 C oy,
and  [uy(61), ua(61)] © (for, fan) C 0. (4.9)

By Lemma 4.3.16, we have:

[id,r,id, ] © [0, 05 C tr¥(d) and o5 C trP(d). (4.10)

78



Therefore we have:

[tr?’(c), 1 (0)] © (fu1, fr2)
t

= [trB(e), trB(c)] © (f f?, 0y (by Definition 4.3.13)
= [u1 (b1), ua(b1)] © (111", f?» (by definition)
= fidyp, idyp] © (1 (1) © £T7 w2 © £57)
C [idyp, idyr] © (U, v5°1) (by (4.9))
C trP(d) (by (4.10)).

In a similar manner, we can prove [trP(c),tr¥(c)] ® (fo1, f22) C tr53(d). Hence
we have:

B ()] © [(f11, fr2)s (for, f2)] (by definition)
= [[tr} (&), tr5 ()] © (fi1, fr2), [tr7 (€), tr5 ()] © ( for, fa2))]

C [tr(d), tr3(d)] (by the discussions above)
= trB(d) (by definition). O

4.3.4 Kleisli Fair Simulation without Dividing

The coalgebraic simulation notion introduced in the previous section was the one
with dividing. It required that a coalgebra di: Y7 -+ FY is equipped with a di-
viding di1,d12: Y1 - FY. However, this “dividing requirement” is problematic:
it is often the case that the dividing requirement prevents us from giving a mean-
ingful Kleisli fair simulation between Biichi (7', F')-systems (see Example 4.5.4).
Hence the following coalgebraic simulation notion is more desirable for us.

Definition 4.3.17 (fair simulation without dividing). We assume the same situ-
ation as Definition 4.3.13. A (Kleisli a-bounded) fair simulation without dividing
from X = (X, e, (X1, Xg)) toY = (Y, d, (Y1, Yg)) is defined almost the same way
as one with dividing in Definition 4.3.13, except that Condition B is replaced by
the following condition.

B’ There exists a pair of increasing transfinite sequences The components
fi1: Y1 + X7 and fio: Y7 + X9 come

Al cr@ v »xiand (il c v » Xy,

that satisfies Conditions B(a), B(c) and B(e) in Definition 4.3.13 and the
following two conditions.
(b) (i) For each a, e1 @ /i) CF[(AT. 15D, (. fo2)] ©

(d) (f1<3>, the step case) If a is a successor ordinal, then ¢y ® f1<3>

FIOS™, 1570, (for, fa2))] © dia -

Py [«fll,m%» (f21,f22) ] Py Py sy, f§>i>>»<<f217fzz>>] Py
dit 2 @ der dit 3 e e
Y; = 1 X, Y; 12 X5

However, the assumptions of Theorem 4.3.14 are not sufficient to make the
above simulation notion sound. In the rest of this section, we present two addi-
tional assumptions that respectively make it sound.
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Soundness when Kleisli Arrows are Idempotent

Proposition 4.3.18. Assume the assumptions 1-5 in Theorem 4.3.14. We
further assume that each arrow f: X - Y in KO(T) is idempotent, i.e. the
codomain join (f,f): X Y +Y always exists and [idy,idy] © (f, f) = f.
Then if f: Y & X is a simulation without dividing from X = (X, ¢, (X1, X2)) to
Y= (Y,c, (Y1,Y2)) then trB(c) © f C tr®(d). O

The proposition above is immediate by the soundness of forward fair simu-
lation with dividing (Theorem 4.3.14) and the following lemma, which is easily
proved by the definitions of simulation with dividing and one without dividing
(Definition 4.3.13 and Definition 4.3.17).

Lemma 4.3.19. If all the arrows in KU(T) are idempotent then a simulation
without dividing from X to Y is a simulation with dividing X to Y. Here the
dividing for the latter is given by di11 = d12 = d; . O
Soundness when Y; is Trapping

Proposition 4.3.20. Assume the assumptions 1-5 in Theorem 4.83.14. We fur-
ther assume that di = F(idy1 + Ly, y,) © di. Then existence of a simulation
f:Y + X without dividing from X = (X, ¢, (X1,X2)) to Y = (Y,¢,(Y1,Y2))
implies tr®(c) © f C trB(d).

Intuitively, the condition dy = F(idy, + Ly,y,) ® d1 means that there exists
no transition from Y7 to Ys.

Proof. We define progress measures
pr = (1), (wi(b): X1 » vFup(br): Xo = vF), o) and

p = ((?1,6)7 (hl(chCQ)ahQ(ChCQ)vhS(C17C2))C1§a7c2§6>

as in Lemma 4.3.15.
VVE shall prove that the following statement holds under the assumption that
di = F(idyl + J_y2yy2) odp.

VCQ < Co. h1(ﬁ, Cg) = hQ(a, CQ) =1. (4.11)
To this end, we first prove the following by the transfinite induction on ¢;:
Veoy < €. (hg(a, CQ) =1 = Vg <r0. hl(tl, CQ) = J_) . (4.12)

Let ¢g < tg and assume ha(cq,c2) = L.
(base case) If ¢; = 0, we have:

hl(cl, CQ) = U1 (0) © f1<52> (by deﬁnition)
=106 f1<52> (px is a progress measure)
=1 (by Condition 4 in Theorem 4.3.14) .

(step case) Assume hy(cq,¢2) = L. Then we have:

hl(Cl + 17 CQ)
=ui(c1+1)© f1<§2> (by definition)
CJ¢ ! O Flui(c1),u2(c1)] © 1 © f1<;2> (px is a progress measure)

80



CJ¢! QF[UI(Q),UQ(CI)] GF[« 1<1 ) 12 >> <<f217f22>>} ©dy
(f is a fair simulation without dividing)

= J¢ O Flu(a) ua(e))] @ F[(AF H5), (for, o)) © Fid + 1) ©
(by the assumption)

“ul(cl)’u (c )] <<f11 ) 12 >> ®id,
[m(q),uz(q)} © «fgl, f22>> ® J_:| ®d;

= I O F|[id,id] © (ui(er) @ £ us(er) © £127), L] ©d
(by Assumption 4 of Theorem 4.3.14)
= JCil F [id, id] ©® {(h1(c1,c2), ha(tr, c2)), _L} O dp (by definition)
= J¢ o F|[idid] ® (L, 1), L] ®d
(by the induction hypothesis and the assumption)
=1 (by the assumptions 1 and 4 of Theorem 4.3.14).

(limit case) Assume that ¢; is a limit ordinal and we have hy(¢},c2) = L for
each ¢] < ¢;. Then we have:

hi(ci,co) = ui(e1) © f<c2 (by definition)
C ( uy () ) ©) fl(i2> (px is a progress measure)
C1<C1

- |_| (ul(cll) ® f1<§2>) (by Assumption 1 of Theorem 4.3.14)

¢ <ey
= |_| hi(c, c2) (by definition)

¢ <e1
=1 (by the induction hypothesis) .

Hence (4.12) holds. We next prove (4.11) by the transfinite induction on cs.
(base case) If ¢o = 0, we have:

ha (¢, c2) = ua(c1) © f1 (by definition)
=u(cr) ©® L (px is a progress measure)
=1 (by Condition 4 in Theorem 4.3.14) .

By (4.12), we also have hq (¢, c2) = L.

(step case) Assume h(cq,¢2) = ha(t1,c2) = L. Then we have:
ha(c1,c2 + 1)
= up(e) © fi5 ™Y (by definition)
CJ¢ e Flui(e1),u2(@)] ©c1 ® f1c2+1 (px is a progress measure)
C J¢ o Flui(en), us(@)] © F[AR F2), (for, f22)] © da

(f is a forward fair simulation without dividing)

= JC O Fln (@), ua(@)] © F[(AT, £S5 (for, f2)] © Flid + 1) © dy
(by the assumption)

= I O F|[w(@) ua()] © (A7 5 @id

[u1 (&0), u2(@)] © (for, faz)) © L} © di
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= J¢ O F|[idid] © (u(E@) @ £ w@ o f57), L] o d

(by Assumption 4 of Theorem 4.3.14)
= J¢ O F|[id,id] © (ha(e1, c2), ha(er, c2)), 4 ©d (by definition)

=JCloF _[id, id] ® (L, L), J_] ©dy (by the induction hypothesis)
=1 (by the assumptions 1 and 4 of Theorem 4.3.14).

By (4.12), we also have hi(cq,¢2) C hy(cr,co+1) = L.
(limit case) Assume that ¢y is a limit ordinal. Then we have:

ha (1, c2) = uz(c1) © f1<;2> (by definition)
C ua(tr) ® ( |_| f f;/2>) (by definition)
ch<co

— |_| <u2(ﬁ) ® f1<32>> (by Assumption 1 of Theorem 4.3.14)

ch<co
= |_| ha(t1, c2) (by definition)

C/2<C2
=1 by the induction hypothesis) .

(by yp

Hence we have hy(¢1, ¢2) = ha(t1, c2) = L for each ¢ < ¢3. Therefore we have:
[tri}(c), try ()] © (f11, fr2) = [ua(b1), ua(b1)] © (f11, f12)
= [id,p,id, ] ©® (h1(e1, ), ho(e1,2)) = L C tri(d). (4.13)
Moreover, for hs(cy, c2), we have:

h3(c1, c2)
= [trll?’(c), tr]f(c)] © (fa1, fo2)) (by definition)
CJ¢! @F“‘cr?(C),tr?(C)] ® [fun, fr2], [P (e),tri ()] © [f21,f22ﬂ © dy

(similarly to the above)

=JCTOF (L hs(er,00)] @ do (by definition and the discussions above)
cCJ¢t QF[Zgl)(hs(Cl, c2)), hs(c1,c2)] © da.

Here lgl): Y1 — vF denotes the interim solution (see Definition 2.3.6). By defi-
nition, tr(d): Yo — vF is the greatest fixed point of the following function.

g = JCOF[IM(g).g] ©dy
Hence by the Knaster-Tarski theorem (Corollary 2.3.3), we have

[trE(e),tr5 (e)] © (fa1, fa2) = ha(cr,c2) C tr5(d). (4.14)

By (4.13) and (4.14), in a similar manner to the proof of Theorem 4.3.14, we
have trB(c) © f C trB(d). O

4.4 Kleisli Fair Simulation for NBTAs

We instantiate the framework developed in the previous section for nondeter-
ministic Biichi tree automata (NBTAs). As expected, we obtain an almost the
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same notion as the conventional fair simulation notion (Definition 4.1.3), except
that while it is assumed that state spaces of NBTAs are finite in the original
definitions in [50, 32, 117], we do not assume it.

Recall from Section 3.7 that we model an NBTA as a Biichi (P, Fx)-system.
The assumptions in Theorem 4.3.14 are satisfied.

Proposition 4.4.1. If we let (T, F) = (P, Fx), the assumptions 1-5 in Theo-
rem 4.3.14 are satisfied.

Proof. The assumption 1 is already proved in [47].

For g : V « X1+ Xy and i € {1,2}, g|% : V =+ X, is given by g[Xi(v) =
gv)NX;. Forgr : V 5 Xy and g : V + Xo, (g1,92) : V & X5 + Xo
is given by (g1,92)(v) = g1(v) U g2(v). For hy: X1 - W and hg: Xo - W,
[hi,ho]: X1+ Xo + W is given by [h1, he|(x) = hi(z) if z € X;. Using these
characterizations, we can easily see that Assumption 2 is satisfied.

The above characterization also shows that codomain join is always defined.
Hence Assumption 3 is satisfied.

The assumption 4 is immediate from that 1L: X -+ Y is given by L(z) := 0
for each z € X.

The assumption 5 is proved as follows: if f;: X -+ Y and g: Y —» Z, for
r € X, we have:

go( Jm@="U U U 9w =|]wo fi=). O

i<a y€EUicq filz ) <aye fi(x) <a

Hence Kleisli fair simulation with dividing (Definition 4.3.13) is sound for
Biichi (P, Fx)-systems. The following lemma, together with Proposition 4.3.18,
shows that Kleisli fair simulation without dividing (Definition 4.3.17) is also
sound. The proof is easy.

Lemma 4.4.2. Arrows in K{(P) are idempotent. O

For Biichi (P, Fyx)-systems, we can further simplify the definition of simula-
tion.

The definition of a Kleisli fair simulation f: X -+ Y is very similar to that of a
lattice-theoretic progress measure (Definition 4.3.10). However, in the definition
of the former (Definition 4.3.17), the inequalities for ,u variables, step case” and
“v-variables” were as follows. ¢; ® f11> C F[((fn ,f12 s (fo1, f22)] © di and
ca ® f1<3> C F[((fﬁ_n,ffg_w)), <<f21,f22>>] ® di2. They are different from the
corresponding conditions in Definition 4.3.10 where approximants appear on the
left-hand side of inequalities alone. The former situation is somewhat problematic
because it prevents us from calculating ff? and f1<3> in an inductive manner.

However, when T = P, we can modify the inequalities and translate the
deﬁmtlon of a Kleisli fair simulation in terms of progress measures so that f; (@)
and f12 appear on the left-hand side alone. In the translation, the following
property, which is specific to the powerset monad P, is important. Intuitively, it
claims that we can uniquely determine the weakest precondition of f: X Y in
KC6(P) with respect to the demonic nondeterminism. The proof is easy.

Sublemma 4.4.3 (reversibility of Kleisli arrows). Let f: Y —+ vF vy
be an arrow in K¢(P). Define Oy : K¢(P)(X,vF) — KU(P)(X,Y) by Df% I

X —vF
Of(g)(x) :={yeY | f(y) Cy(=)}. g

Then we have the following:
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L foOsg Cyg
2.Vh: A+ B. fOhCg = hTOsg). O

Using [y defined above, we can rewrite Definition 4.3.17 as follows.

Lemma 4.4.4. Let g?‘)l: Y1+ X1, 9 501 Y1+ Xo, g 501 1Yo + X7 and gso1 Yo +
Xo be the solution of the following HES

g1 =0 Oe(Fl{or.02). (g5, 04)] © ) € KU(P)(Yi, X1)

9 = Bu(Fllone). (g0 0d) cRPIVLX) 0
9 = O (Flg1,92) (g3, 98)] © o) € KL(P)(¥a, X) |
91 =0 Oey(Fllgr. 02 (g3, 4)] @ o) € KU(P)(Ya, X)

Let g = [(g5°, g5°), (52", g5°')]: Y —+ X. Then trP(c) ©® ¢*' C trB(d) if and
only if there is a fair a-bounded simulation without dividing (Definition 4.3.17)
from X to Y for some ordinal a.

Proof. We define f;;: Y; + X, as Definition 4.3.13.

(=) Assume tr(c) ® g% C trB(d). By completeness of progress measures (The-
orem 4.3.11.2), there exists a progress measure g = ((a), (gi(a))1<i<4,0<a) for
the HES (4.15) such that gi° = g;(a) for each i. We define two sequences

(fﬁw: Y1 + X1)a<g and (f1<3>: Y1 + Xg)a<g of Kleisli arrows by ff? = g1(a)
and f1<5> := go(a). We further define f: Y -+ X by f = ¢°°'. We show that f is
a fair simulation without dividing from X to ) whose approximation sequences

are given by (ff?)aga and (f1<;>)a§a-
We first show that f satisfies Condition A in Definition 4.3.13. We have:
cOf
c® [(fi1, frz), (far, f2))] (by definition)

=c® [<<Dcl (Ff © dl) 7D02 (Ff © d1)>>7 <<D01 (Ff © d2) ’DC? (Ff © d2) >>]
(g5°!, 952!, 95! and g§°! are the solution)

=100, (Ffod), 00 (Ff©d)),
(c1©0¢, (FfOds),co®0g, (Ff ®da))]

C [<<Ff Od, Ffod),(Ffody, Ff® d2)>] (by Sublemma 4.4.3.1)
=[Ffodi, Ffod)] (by Lemma 4.4.2)
=Ffod. (4.16)

Next we show that f satisfies the Condition B’ in Definition 4.3.17. Note
that g = ((d), (¢i(a))1<i<a,a<a) satisfies the axioms of progress measure (Defini-
tion 4.3.10). It is immediate that this implies that conditions B(a), B(c) and B(e)
in Definition 4.3.13 are satisfied. Moreover in a similar manner to (4.16) above, we
can prove B’(b’) and B’(d’) in Definition 4.3.17. Therefore f is a fair a-bounded
simulation without dividing.

(<) Conversely, let f: Y - X be a fair simulation without dividing from X to
Y whose approximation sequences are given by ( ff?)aga and ( f1<5>)a§a- For each
a < @, we define arrows gi(a): Y1 + X1, g2(a): Y1 -+ Xo, g3(a): Yo - X7 and
ga(a): Yo + Xo, by g1(a) = f1<$>, g2(a) = ff?, g3(a) = fo1 and gs(a) = fa2. Then
by using Sublemma 4.4.3.2, we can show that Condition (A) in Definition 4.3.13,
Condition (B’) in Definition 4.3.17 and the monotonicity of ff? and f1<5> imply
that g satisfies the axioms of a progress measure (Definition 4.3.10) with respect
to the HES (4.15). O
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By translating Lemma 4.4.4 with automata-theoretic terms, we can finally
reach a fair simulation notion for NBTAs.

Definition 4.4.5 (fair simulation for NBTAs). Let A = (X, 7,Acc4) and B =
(Y, 0, Accp) be finite-state X-labeled NBTAs. Let X := X \ Acca, X2 := Accy,
Y1 :=Y \ Accp and Y3 := Accg. We define functions

DXJ' : P((]_[zewEZ X Xz) X Y) — ’P(XZ X Y),
Ovi t P((Miew Bi X X X (1Licw Ti x YY) = P([ e B X X x Y;)  and
As : P(X xY) = P(([Heo i x XY x ([Tien Zi x YY)

S €W

as follows.
Oxi(S) ={(z,y) € X; xY | V¥(a,x') € dx(2). ((a,X),y) € S}

) ((a,x’),y) EI(a/?yI) € 5y(y)'
%v4(T) € ML x X)x V| ((a,%), (dy) € T}
_ ((a,xlj...,xn),(a,yl,...,yn)) n €N,
As(U) = € (ILicw Ti x X7 x ([Te0 Xi x YO | Vi (i, 43) € U}

A fair simulation from X to ) is a relation R C X x Y such that R C u51°1 U

us U ust U ug! where w3, ... uf! are the solution of the following HES.
U =y D)(,l(Oy,l (/\2(“1 UugUuz U U4))) C (Xl x Y1, g)
uz = Ba 20y (Ag(un Uug Uuz Uug))) € (Xz x Y1, C) (4.17)
uz =, Ox1(0y2 (As(u1UugUugUuy))) C (X1 x Y, Q) .
us =y Ox2(0y2 (Ag(ur Uug Uuz Uug)))  C (Xa x Y, C)

Theorem 4.4.6 (soundness). If R is a fair simulation from A to B in the sense
of Definition 4.4.5, (z,y) € R implies L8 (x) C LE(y).

Proof. Let X = (X,¢,(X1,X5)) and Y = (Y,d,(Y1,Y2)) be Biichi (P, Fy)-
systems corresponding to A and B respectively (see Proposition 3.8.1).

Note that for each A, B € Sets, if we define a function Ay g : P(A x B) —
KU(P)(B,A) by Aap(S)(b) :={a € A (a,b) € S} then it is a bijection. Note
also that Fx X =[], i x Xtand FyY = [ic, Zi x Y. It is easy to see that for
the functions Oy in Sublemma 4.4.3 and Oy ;, ¢y,; and Ay, in Definition 4.4.5,
the following properties hold.

Vi e1,2. VS C Fp X xY. AXi,Y(DX,i(S)) = Dci(AFgX,Y(S))
Vjel,2.VD C Fy X x FyY. AFX,YJ- (<>y7j(T)) = (AFEXFEY(T)) © dj
VUQXXY. AFX,FY(/\E(U)) :FE(AX,}/(U))

Hence by Proposition 3.7.1, Proposition 4.3.18 and Lemma 4.4.4, we have:

R C X xY is a fair simulation from X to ) in the sense of Definition 4.4.5
& R Cu? U UuP Uus? where w5, ..., w5 are the solution of (4.17)

& Axy(R) E [(9i”, 657, (95, 9]

< Axy(R) is an a-bounded fair simulation without dividing from X to Y
for some @

=trP(c) ® Axy(R) C tr®(d)
& V(r,y) € R. L5 (z) C LE(y). O
By using the translation in Proposition 4.3.12, we can see that the simula-

tion notion in Definition 4.4.5 is in fact essentially the same as the existing one
(Definition 4.1.3), except that we do not assume that the state space is finite.
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4.5 Kleisli Fair Simulation for PBTAs

We instantiate the simulation notion for PBTAs, which are modeled as Biichi
(Gs, Fxy)-systems (see Proposition 3.8.1).

4.5.1 Kleisli Fair Simulation with Dividing for PBTAs

We first consider Kleisli fair simulation with dividing.

Proposition 4.5.1. If we let (T, F) = (Gs, Fy), the assumptions 1-5 in Theo-
rem 4.3.14 are satisfied.

Proof. The assumption 1 is proved in a similar manner to the case when T' = D,
which is proved in [47].

For g:V -+ X1+ Xp and i € {1,2}, g]% : V - X, is given by g[*i(v)(A4) =
g(v)(A). For g1 : V - Xj and g2 : V + Xo, (g1,92) : V + X1 + X is given
by (g1, 92)) (v)(A) = g1(v)(AN X1) + g2(v) (AN X2) if g1(v) (AN X71) + g2(v) (AN
X2) < 1, and it is undefined otherwise. For h;: X7 -+ W and hg: Xy + W,
[hi,ho]: X1+ Xo W is given by [h1, he|(x) = hi(z) if z € X;. Using these
characterizations, we can easily see that the assumptions 2-3 are satisfied.

The assumption 4 is immediate from that L: X -+ Y is given by L(z)(A) :=0
for each x € X and A € Fy. The assumption 5 is proved using the dominated
convergence theorem (see e.g. [8, Theorem 1.6.9]). O

By translating Definition 4.3.13 and Theorem 4.3.14 using automata-theoretic
terms, we obtain the following simulation notion and soundness theorem.

Definition 4.5.2 (fair simulation for PBTAs). Let ¥ be a ranked alphabet,
o = ((X,8x),& Accy) and B = ((V,Fy),0,Accy) be S-labeled PBTAs, and
a be an ordinal. Let X; := X \ Acca, X2 := Accy, Y1 ==Y \ Accp and Y; :=
Accp, and §x,, §x,, 3y, and §y, be the canonical o-algebras on them. An (a-
bounded) fair simulation with dividing from </ to % is a measurable function
f:(Y,Fy) = Gs(X,Fx) that satisfies the following conditions (for 7,7 € {1,2},
we define fj; : (Y}, §y,) = Gs(Xi, 8x,) by fi(y)(A4) = f(y)(ANX;) for y € Y]
and A € §x,).

A. ForeachyeY,neN,a€ X, and Ay,..., A, € Fx, we have:

/GXT(JL‘)({CL} X Ay X -0 X An)f(y)(dx) <
/ Fn) (A1) - Flm)(An) - 0(y)({a} x dyn x - x dyn).
Y1, Yn €Y

B. There exists a pair #11,612: Y1 — Gs (HieN Y X Y”) of measurable func-
tions such that 6011(y)(A) + 612(y)(A) = 6(y)(A) for each y € Y7 and
Ace SHiEN 5, xyn- Lhere also exist increasing transfinite sequences

FO << <9y 56X and £ < F < < FY Y G X,

of measurable functions with respect to the pointwise order such that the
following conditions are satisfied:

(a) (Approximate fi; and fi2) We have fﬁ> = f11 and fl@ = fi2.
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(b) (ff?) For each a, y € Y1 and Ay,..., A, € §x,

/GX T(:U)({a} X Ay X -+ X An)ff?(y)(dx) <
/ f<l1> (y1)(A1)--- .-f<a> (yn)(An).Qll(y)({a}x dyx---x d?/n) :
Y1y Yn €Y

Here f{®:Y — G, X is defined by

719 ()(A) 1= {ffi” WA + £ W)(4) (yen)
fa()(A) + f2(y)(4)  (yeYo).

(c) (f1<3>, the base case) If a = 0, then f1<3> (y)(X2) =0 for each y € V7.

(d) (f1<3>, the step case) If a is a successor ordinal, then for each y € Y}
and A1,..., A, € §x,

/GX T(x)({a} X Ay X -+ X An)f1<3>(y)(dx) <

[ om0 O () (A Braly) ({a} < - ¢ ).

17"'7yn€Y

Here f{% is defined as above.

(e) ( f1<3>, the limit case) If a is a limit ordinal, then for each y € Y} and
A€ Fx,, 15 W)(A) < Vo f13 0)(A).

Theorem 4.5.3. If f: Y — G.X is a fair simulation with dividing from o/ =
((X,SX),g,Accﬂ) to # = ((Y,Sy),G,ACC@), then for each y € Y and A €
Sﬁee%o, we have:

/ ex Ly (@)(A)df(y) < L5(4)(4) O

We can check a sort of “quantitative language inclusion” between PBTAs
using the above simulation notion. For example, suppose that &/ and £ are
equipped with the initial states 27 € X and y; € Y. If f(yr)({zr}) =1, then by
the above theorem, we have LB (z)(A4) < LE(yr)(A) for each A € STreess -

4.5.2 Kleisli Fair Simulation without Dividing for PBTAs

The simulation notion defined above is equipped with the “dividing requirement.”
By instantiating Definition 4.3.17 for Biichi (Gs, Fx)-systems, we can also define
a notion of fair simulation without dividing for PBTAs. The following example
shows that the simulation notion with dividing is problematic compared to the
one without dividing in the following sense: there exists a pair of PBTAs such
that: (i) they exhibit quantitative language inclusion; (ii) a fair simulation without
dividing exists between them; and (iii) a fair simulation with dividing does not
exist between them.

Example 4.5.4. We define a ranked alphabet A by A := {a} and |a| := 1. Let
g = ((X, SX),S,ACCQ{) and & = ((Y, gy),H,ACC@) be A-labeled PBTAs (i.e.
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PBWAS) illustrated below (© denotes an accepting state).

a,1 a,l a,l
() () () #
@21 ©T23 QY2
a,lT Ta,l Ta,l

Or1 ©T22 Oun
aé\ %1,% Ta,l
Oxr Qur

Note that Treel® = {a“}. It is easy to see that L8 (z;)({a*}) = LB (y1)({a*}) =
1 and hence they exhibit quantitative language inclusion. Suppose that we define
f+Y = G X by f(yr)({zr}) =1,

3 (w € {za1,223})
0 (otherwise),

3 (z€{z, 22}
0 (otherwise)

fl)({z}) = { and  f(y2)({z}) = {

and f(y)({z}) = 0 for the other combinations. Then f is a fair simulation
without dividing from <7 to A (see Proposition 3.8.1). In contrast, f is not a fair
simulation with dividing. In fact, there exists no fair simulation with dividing
from o/ to A.

Hence a simulation notion without dividing is desirable. We found that a
fair simulation without dividing is sound when we focus on probabilistic word
automata with a finite state space.

Theorem 4.5.5. Let & = ((X,§x),& Accy) and B = ((Y,Fy),0,Accy) be
S-labeled PBTAs. We assume the following conditions.

1. o and B are PBWAs, i.e. |a| =1 for each a € X.
2. (Y,38y) is a finite set equipped with the discrete o-algebras.

We write A for the underlying set of .. Then if f: Y — G X is a fair simulation
without dividing from </ to A, for eachy € Y and A € FTreeyy = Saw, we have:

/ @A) < 150, (4.18)

The key lemma to prove the above theorem is given below. It tells us that
under the assumptions in the theorem, we can modify the PBWA % to a PBWA
' with the same state space such that: (i) the languages ng and L%, coincide;
(ii) a function f: Y — GsX is a fair simulation without dividing from &7 to Z if
and only if it is one from & to #’; and (iii) the assumption of Proposition 4.3.20
is satisfied by %’.

Lemma 4.5.6. We assume the assumptions in Theorem 4.5.5. Let y~o € Y1
and assume 0(y=o)(A x Y2) > 0. We define an A-labeled PBWA %' = ((Y',§y"),
0',Accy) by Y' =Y, 0 =0 and Accpr = Accr U {y>o}. Then we have:

I foreachy €Y and A € Faw, LB (y)(A) = LB, (y)(A); and

I if 1Y = G X is a fair simulation without dividing from o/ to A, then it
is so from < to B’
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Proof. By “forgetting” the labels, we can induce a Markov chain from the PBWA
%. More concretely, we define a Markov chain Mg whose state space is given
by Y| =Y + {1} and transition function §: Y| x Y, — [0, 1] is given by

> aen () {(a,y)}) (y,y €Y)
o) =1 Sy Laca 1) {(a.9)}) Eiﬁi” - I
! (y=LyeY).

We define M 4 similarly.
A subset B C Y is called a strongly connected component (SCC for short) if for
all y,y’ € S, there exist yo, y1, . - -, yn such that yo =y, y, = ¥’ and O(y;, yi11) > 0
for each i. An SCC B is called a bottom strongly connected component (BSCC
for short) if O(y,y’) = 0 for each y € B and 3/ ¢ B. See e.g. [12] for more details.
For y € Y and Y’ C Y, we write Pr(y | GFY”) for the probability where a
state in Y is visited infinitely often on Mg from y. By definition, we have

LE(y)(A®) = Pr(y |= GFAccy) and
LS (y)(A¥) = Pr(y = GF(Accy + {y=0})) -

We define U, U’ C Y by

U:=|J{BCY|BisaBSCCand BNnAccyg # 0}  and
U= J{BCY|BisaBSCCand BN (Accys + {ys0}) # 0} .

We write Pr(y = FU) for the probability where a state in U is reached from y.
It is known that Pr(y = GFAccg) = Pr(y = FU) (see e.g. [12, Corollary 10.34]).
Similarly, we have Pr(y = GF(Accy + {y>0})) = Pr(y = FU).

Assume that y~g € B for some BSCC B in Mg. As B is a BSCC, it has
no outgoing transition. Moreover, by 0(yso)(A x Y2) > 0, y~o has an accepting
successor state. Hence we have B N Accy # (), and by the definition of U this
implies U = U’.

If yso ¢ B for any BSCC B, then by the definitions of U and U’ we have
u="U'.

Therefore in both cases, for each y € Y, we have:

L5(y)(A®) = Pr(y k= GFAccy) = Pr(y = FU)
= Pr(y = FU') = Pr(y | GF(Acca + {y>0})) = L (y)(A?).

It remains to prove LB (y)(A) = LB, (y)(A) for each measurable set A C A“.
To this end, by the Kolmogorov extension theorem (see [103] for example), it
suffices to prove LB (y)(wA“) = LB (y)(wA®) for each w € A*.

We inductively define a function xygz: Y x A* — GY by

x#(y, () ({y'}) = { Egt;fvjise) and
Xy aw)({y'}) = > dw)({(a,y")}) - x2@",w) ({y'})

where a € A and w € A*.
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Then for each y € Y and w € A*, we have:

L @A) = 3 xalyw)(y) - L () () (A°)
y' ey
= > xzww)@) L% u)y)(AY)
y'ey
= LB (y)(wA¥).

By the Kolmogorov extension theorem, this implies L8 (y)(A4) = LB, (y)(4)
for each measurable set A. Hence we have L% = L%,.

It is immediate by definition that f is also a fair simulation without dividing
from <7 to #'. Ol

Proof (Theorem 4.5.5). We define Yi2 C Y \ Accy by

Y =140, Yn € Acc, and > }
Vie{0,...,n— 1} 0(y) (A x {yit1}) >0 '

As Y7 is finite, Y3 is also finite. We define an A-labeled PBWA %' = ((Y/, §y),
QI,ACC,@/) by Y = Y, 3)// = gy, 0 = 0 and ACC(%N = ACC:@/ U Y12. As Y12 is
finite, by repeatedly applying Lemma 4.5.6, we can prove LE’Z = LE}/ and that f
is a fair simulation without dividing from .« to %'

Let X = (X, c, (Xl,Xg)) and )’ = (Y’,d’, (Y{,Yé)) be the corresponding
Biichi (Gs, Fa)-systems to &/’ and %’. Then f:Y - X is a fair simulation
without dividing from & to #’. By definition, we have tr®(y)(Y2) = 0 for each
y € Y/, and therefore by Proposition 4.3.20, soundness of fair simulations without
dividing holds. Hence we have tr2(c) ® f C trB(d’) = trB(d). This implies the
inequality (4.18). O

Yo = {ygéACng’Hyo,...yneY. <

In [111], Kleisli simulation was instantiated for quantitative systems called
weighted automata, and the resulting simulation notion was stated in terms of
matrices. We conclude this section by doing the same thing for fair simulation.

Definition 4.5.7 (fair simulation for PBWAs). Let &/ = (X,¢ Accyy) and
B = (Y,Q,ACC@) be A-labeled PBWAs whose state spaces are equipped with
discrete o-algebras. Let X; := X \ Accy, Xo := Accy, Y1 := Y \ Accy and
Yy := Accy. For each a € A, let M (a) € [0,1]7** and My(a) € [0,1]Y*Y
be the transition matrices of </ and %, i.e. (Mﬂ(a))xvx, = &(z)({(a,2")}) and
(M@(a))yyy, =0(y)({(a,y)}). A fair matriz simulation from </ to % is a matrix
A € [0,1]Y*X satisfying the following conditions. (Here M, ;(a) € [0, 1]X*X,
Mg j(a) € [0,1)¥7Y and Aj; € [0,1]¥7*Xi are the obvious partial matrices of
M(a) € [0,1]X*X My(a) € [0,1]Y*Y and A € [0,1]¥*X, respectively. More-
over, < denotes the elementwise order between matrices.)
O. The matrix A is a substochastic matrix, i.e. Vy € Y. >° v Ay, < 1.

A. The matrix A is a forward matriz simulation from </ to % [111], i.e. Va €
A.A-My(a) < My(a)-A.

B. There exists a pair of increasing sequences of matrices of length @ < w
A <Al << A €0, and
A <A << Af €0,

such that:
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(a) (Approximate A;; and A;2) We have Aﬁ) = Ay; and A@ = Aqs.
(b) (Af;) For each a <@ and a € A we have:

(a) (a)
A - My a(a) < Myi(a)- (A“ Am) :
Ag1  Ag

(c) (Af,, the base case) The 0-th approximant AQ is the zero matrix.
(d) (Af,, the step case) For each a < @ and a € A:

(a) (a)
A<a+1> MX ( ) < My,1(a)' (Alci Ali),
21 Ago

/

(e) (Af,y, the limit case) When a = w, (Ag>)y,a: = supa/<w(A§a2>)y7$ for
each y € Y7 and = € Xo.

Theorem 4.5.8 (soundness). Let o/ = (X,f,ACC%) and B = (Y,@,ACCE@) be
A-labeled PBWAs whose state spaces are equipped with discrete o-algebras. We
further assume that % has a finite state space. If A € [0,1]Y*X is a fair matriz
simulation from of to B, then for each y € Y and P € Faw, we have:

> Aye - LE(2)(P) < LE)(P). 0
rxeX

Example 4.5.9. Let A := {a}. Let &/ and # be A-labeled PBWAs illustrated
below (ignore the dashed lines for the moment).

1 - T T =
JZ{ 2/// /,_1-—_\\\@) @
71 5 = Q
220=0% : y2 § ST
Y g, 5’1\ 1 i)
2
~ \\\-——_’; a7%
\\\——~~’/y1T
3 a,1
D | - -Qur

We define A € [0, 1]{vryrvebxdenene} by Ay w; = 3 foreachi,j € {1,2}, Ay, o, =
1 and Ay, = 0 for the other combinations (see also the dashed lines above). Then
A is a fair matrix simulation from X to ). Here the approximation sequences
Al C Al €T A e o, 1)rvbxtenad and A C Al C - C A €
0,100 (51 e given b (A0 = 1~ (3% (A = 41 (3)) and
(A@) 2 = 0 for the other combinations; and (A<2>)y1,w2 = (1= (3)?), for each
i<w (herewelet (1) =0).

4.6 Conclusion and Related Work

Using the logical fixed point-based characterization of languages of Biichi au-
tomata, we have categorically generalized the notion of fair simulation. We then
concretized it for a probabilistic variant of Blichi automata, and obtained a fair
simulation notion for them. We have two types of categorical generalizations
of fair simulation—one with dividing (Definition 4.3.13) and one without divid-
ing (Definition 4.3.17). The former requires fewer axioms to prove its soundness
than the latter does. However, its complicated definition limits its applicability.
For nondeterministic Biichi tree automata, both simulation notions are always
sound. For probabilistic Biichi tree automata, a simulation notion induced by
the categorical simulation notion with dividing is always sound. In contrast, the
one induced by the notion without dividing is proved to be sound when we focus
on finite-state word automata.
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Related Work We have introduced the first simulation notion for probabilistic
Biichi word and tree automata to the best of our knowledge. However, there exist
several simulation notions for other probabilistic systems. In [66], a simulation
notion was introduced for PTSs whose states are labeled by a set of atomic
propositions. In [55] a simulation notion between probabilistic systems is studied
from a coalgebraic perspective. In [48, 111], a simulation notion for weighted
automata, which encompass probabilistic automata, is introduced by concretizing
Kleisli simulation (Definition 4.2.1). Comparison between these three simulation
notions is found in [44].

Using our simulation notion, we can prove (quantitative) language inclusion
between generative probabilistic Biichi automata (see also Chapter 7 for a dis-
cussion about generative and reactive systems). Its applicability is yet to be
studied, but one candidate is security verification. For example, quantitative
language inclusion-checking between (ordinary) probabilistic automata is known
to be useful for proving probable innocence, a kind of anonymity [48].

Compared with generative ones, reactive probabilistic Biichi automata are
more extensively studied because it is useful as a qualitative language accep-
tor [11]. More concretely, we can define a language of a reactive probabilistic
Biichi automaton as the set of infinite words that are accepted by the automaton
with positive probabilities. Interestingly, it is known that probabilistic Biichi au-
tomata are more expressible than nondeterministic Biichi automata as qualitative
language acceptors [11]. Moreover, inclusion between such qualitative languages
of probabilistic Biichi automata is known to be undecidable [12]. Hence a study
of simulation notion for reactive probabilistic Biichi automata would be also in-
teresting as future work.
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Chapter 5

Categorical Ranking Function

In this chapter, we categorically generalize ranking functions [35].

Ranking functions are commonly used to prove termination of transition sys-
tems. They are especially useful for proving termination of infinite-state sys-
tems like while programs. Termination of such systems are often undecidable
(e.g. [108]) and therefore a sound and complete method for proving termination
does not exist. A ranking function provides us with one of such methods.

Sections 5.1-5.2 are devoted to preliminaries. We first review the definition of
ranking function for reachability games, and then review categorical characteri-
zation of reachability to accepting states. A categorical generalization of ranking
function is discussed in Section 5.3. Similarly to the previous chapter, we first
concretize it for reachability games (Section 5.4). In Section 5.5 we concretize the
categorical generalization for PTSs to obtain new ranking function-like notions
for them.

The contents of this chapter are based on [109].

5.1 Ranking Function

We first review the notion of ranking function. Its categorical generalization is
the main goal of this chapter.

Definition 5.1.1 (ranking function [35]). Let 7 = (XMax xMin pMax
EMin Acc) be a reachability game. Fix an ordinal 3 and let [3] := {n |n <3}. A
ranking function for T is a function b: Xpax — [3] such that

Vo € XMaX\ Acc.  min sup  b(z)+1 < b(2). (5.1)
y:(z,y) € EMax z':(y,z' )€ EMin

Here b(z')+1 := min{b(2’) + 1,3}.

The existence of a ranking function that assigns a state x an ordinal strictly
less than 3 implies that the game is winning for Player Max from the state.

Theorem 5.1.2 (soundness [35]). Let 3 be an ordinal and b: X — [3] be a ranking
function for a reachability game T = (XMax xMin pMax pMin Acc)  For each
r € XMaX p(x) < 3 implies x € Win. O

Remark 5.1.3. A ranking function such that b(x) < 3 induces a positional
winning strategy from . More concretely, if b(x) < 3 then a strategy sM®* € Ghlax
for Player Max defined as follows is winning from z.

Max (

5 oo - - - xi,lyi,lzvi) ;= argmin sup b(z")

y: (zi,y)€EMax 2/ (y,2)€ EMin
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Example 5.1.4. We define a reachability game 7 = (X Max,
XMin pMax pMin 'Acc) by X Max — {JIQ,$1,LE2,$3,JJ4} XMm = Df O%4
{y07y17y27y3}1 EMaX = {(x07y0) (x(]ayl) (ZCl yl) (3?17112 yo Y2

(x3,93)}, BM™ = {(yo, z2), (y1,21), (y1,22), (y2, 23), (42, T4) }
and Acc = {z2}. The game is pictured on the right. If we

define a function b: X — [w] by b(zg) = 1, b(z2) = 0, and b(z1) = b(z3) =
b(r4) = w, then b is a ranking function. Hence by Theorem 5.1.2 we have
{l‘o, 9, .%‘3} g WinT.

We note that completeness does not necessarily hold in the following sense:
for every ordinal 3, there exist a reachability game 7 and a state x of T such that
x € Winy but there exists no ranking function b : XMa% — [5] such that b(z) < 3
A counterexample is as follows.

Example 5.1.5. Let 3 = w. We define a reachability

game T = (XMax XMin EMax EMin ACC) by XMax =  Zo Y1 T1 Y2 T2 Y33
Min ’ ! Max @®<<0<0O=<O0<O=0=<-- -

{za |0 Swh, X ={y |1 <a<wh B = \

{(-Ta,yu) ’ a< W} and EMm = {(yaaya’) ‘ Cl, < Cl} and YoU=—0Tw

Acc := {x9}. Note that all the choices are made by Player Max. By the well-

foundedness of w, we have z, € Winy. However, we can prove by contradiction

that if b : XM* — [w] is a ranking function for 7 then b(z,) = w. Hence there

exists no ranking function b : XM8% — [w] that proves x,, € Winr-.

Remark 5.1.6. Completeness in the following sense does hold: for every reach-
ability game 7 and state x of T such that € Winy, there exists an ordinal j
and a ranking function b: X — [3] such that b(z) <

5.2 Modalities and Fixed-Point Properties

We have seen that ranking function is used to prove reachability to accepting
states. This means that categorically generalizing ranking function requires us to
categorically characterizing reachability first. In this thesis, we follow an existing
framework that is standard (see e.g. [45, 53]). Differently from the categorical
framework reviewed in Section 2.4.2, the framework we review here uses algebras
instead of final coalgebras, and characterize behaviors of systems as coalgebra-
algebra homomorphisms (Definition 2.4.21).

In general, there can exist multiple homomorphisms from a coalgebra to an
algebra. We choose the least one by assuming that each homset to the carrier of
the algebra carries a partial order.

Definition 5.2.1. A truth-value domain is a pair (€2, Cq) of an object 2 € C and
a family Co= (Cx )xec of partial orders, where Cx q is defined over a homset
C(X, Q). If no confusion is likely, we write C for Cq and Cx . For F': C — C,
an F-modality over (Q,C) is an F-algebra o : FQ — Q.

Definition 5.2.2 (Juo].). Let (2,Cq) be a truth-value domain FX lle gy
and o : FQQ — Q be an F-modality over (2, C). We say that o has Tc = a¢
least fized points if for each c: X — FX, ®., : C(X,Q) - C(X,Q) X Ll g
is a monotone function and has the least fixed point with respect to Cx o. The
least fixed point is called the (coalgebraic) least fized-point property in ¢ specified
by o, and denoted by [uo].: X — Q.

Note that tr(c) and tr*(c) in Section 3.1 are describable in the above frame-
work: the former is [u(J(¢f)™)]., and the latter is [u(J¢E)]e.
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Example 5.2.3. Let F = {0,1} x PX : Sets — Sets. Then an F-coalgebra
c: X — {0,1} x X is understood as a nondeterministic transition system with
accepting states, by regarding x as accepting if m; (c(x)) = 1. Note that F' does
not have a final coalgebra (cf. Section 1.3.1).

However, the framework above allows us to categorically capture behaviors of
F-coalgebras. We regard {0, 1} as a truth-value domain by defining an order C

over Sets(X,{0,1}) by fC g 4 ve, f(z) < g(z) for each X € Sets. We define
an F-modality o : {0,1} x P{0,1} — {0,1} over ({0,1},C) by

)1 (a=1)
o(a, 4) = {maxA (a=0)

Then the function @, : Sets(X,{0,1}) — Sets(X,{0,1}) (Definition 2.4.22) is
given as follows:

1 (m1(c(z)) =1)
max{ f(a) | a € ma(c(x))} (mi(c(z))=0).

In terms of predicate transformer semantics (see e.g. [77]), this indicates that ®. ,
calculates the weakest precondition of a predicate f with respect to the angelic
nondeterminism. The least fixed point property [uo].: X — {0,1} assigns 1 to
x if and only if an accepting state is reachable from x when we choose successor
states appropriately.

In contrast, if we define an F-modality o’ : {0,1} x {0,1} — {0,1} over the
same truth-value domain by

Deo(f)(x) = {

1 (a=1

o'(a, 4) = {minA (a=0)

then

1 (7‘(‘1(6(1‘)) = 1)

min{f(a) |a € 7r2(c($))} (Trl(c(:c)) = O) .

This is understood as calculating the weakest precondition with respect to the

demonic nondeterminism, and [uo’].: X — {0,1} assigns 1 to z if and only if an
accepting state is reached from x regardless of the nondeterministic choice.

(I)c,a’(f)(x) = {

We later see that a winning region Wing of a reachability game and a reacha-
bility probability function Reach # of a PTS are characterized by this framework.

5.3 Categorical Generalization of Ranking Function

In this section, we categorically generalize ranking functions.

We first explain the intuition using a reachability game. Let 7 = (XMax
XMin pMax  ppMin Acc) be a reachability game and 3 be an ordinal. Define gg ; :
(3] = {0,1} by gg;(3) := 0 and gg;(a) := 1 for a < 3. Then we can rewrite the
soundness theorem of ranking functions (Theorem 5.1.2) as follows: if b : XM —
[3] is a ranking function, then gg;0b : X Max _, 10,1} underapproximates the
characteristic function XMa* — {0,1} of Winy C XMax,

Our categorical generalization of ranking functions is based on this obser-
vation. As we will see in the next section, we can characterize the character-
istic function of Winy as a coalgebraic least fixed-point property [uo]. (Defi-
nition 5.2.2). Hence our goal is to underapproximate [uo]. using a categorical
ranking function.
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Towards this goal, we use the notion of corecursive algebra. In the proof of
the soundness theorem of ranking functions, well-foundedness of a poset ([3], <)
plays a very important role. The notion of corecursive algebra is a categorical
counterpart of well-foundedness.

Definition 5.3.1 (corecursive algebra, [16]). An F-algebra r :
FR — R is corecursive if for an arbitrary coalgebra c: X — FX X — 48 FR
there exists a unique arrow f: X — R such that f =ro Ffoc. T 7 \L
We write (c|), for the unique arrow. X-==R
In other words, r is corecursive if ®., has the unique fixed point for each
c. Using the notion of corecursive algebra, we introduce a notion of ranking
domain. 1t is an F-algebra r : FR — R equipped with several data. Intuitively,
the carrier R corresponds to [3] in Definition 5.1.1 and ®., : C(X, R) — C(X, R)
corresponds to the left-hand side of (5.1) in the definition.

Definition 5.3.2 (ranking domain). Let F' : C — C. Let 0 : FQQ —  be an
F-modality over a truth-value domain (2, Cq) that has least fixed points. Let
r: FR — R be an F-algebra, ¢ : R — Q be an arrow, and Cr= (Cx r)xec be a
family of partial orders where Cx p is define over C(X, R). A triple (r,q,Cpg) is
called a ranking domain for o if the following conditions are satisfied.

1. We have gor Cpra 0o Fq (see the diagram on the right). FR 7 FQ

q
C o
2. For each ¢c: X — FX, ®., is monotone and ]l; 7 (il

(C(X,R),Cx,r) has the least element | x r. Moreover,
either of the following conditions is satisfied:

(a) (C(X,R),Cx,g) is w-complete and ®., is w-continuous; or
(b) (C(X,R),Cx,R) is directed complete.

3. For each X € C, a function go (_) : C(X,R) — C(X,Q) is monotone
(i.e. f Cx,r g implies go f Cx .o go f) and strict (i.e. go Lx r = Lxq).
Moreover,

e if 2(a) is satisfied, it is w-continuous (i.e. go| |;c,, fi = |l;c, ¢© fi); and

e if 2(b) is satisfied, it is directed continuous (i.e. go| ;e 4 f = [Usca o f
for each directed subset A).

4. The algebra r : FR — R is corecursive.

The intuition is as follows: Condition 2 ensures that we can obtain the least
fixed point of ®., using Theorem 2.3.2.2-3. By Theorem 2.3.4, Conditions 1 and
3 imply that the least fixed point is preserved by ¢. Finally, Condition 4 implies
that the least fixed point of ®., is in fact the unique fixed point.

A ranking arrow, a categorical generalization of ranking functions, is defined
with respect to a ranking domain.

Definition 5.3.3 (ranking arrow). Let (r,q,Cpr) be a

ranking domain for an F-modality ¢ : FQQ — Q, and px *>FR*> FQ
c¢: X — FX be an F-coalgebra. An arrow b: X — R is TC Ll Ti C UJ/

called a ranking arrow for ¢ with respect to (r,q,Cg) if X R 0

it satisfies b Cr @, (b). b a

Recall that the soundness theorem of ranking functions claims that gg; o b
underapproximates the characteristic function XMa* — {0,1} of Winy C XMax,
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The following theorem is its categorical counterpart: it claims that ¢ o b under-
approximates the coalgebraic least fixed-point property (Definition 5.2.2).

Theorem 5.3.4 (soundness). Let F': C — C and o : F [po]e
FQ — Q be an F-modality over a truth-value domain pxX — - FR > FQ

(Q,Cq) that has least fized points. Let (r,q,Cgr) be a TC l‘iﬁ ri Irzq Ul
ranking domain for o. Letc: X — FX be an F'-coalgebra b q

and b: X — R be a ranking arrow for c. Then we have: \E/ &
qobCq [uo].. lnole

Proof. We are assuming that r is a corecursive algebra (Condition 4 in Def-
inition 5.3.2). This means that ®., has a unique fixed point (c|),: X — R.
Obviously, it is also the least fixed point and the greatest fixed point of ®.,,
ie. (¢)r = p®c, = v®.,. Moreover, by Condition 2 in Definition 5.3.2 and the
Knaster-Tarski theorem (the dual of Corollary 2.3.3.1), we have b Cr v®.,. By
Condition 3, g o (_) is a monotone function. Hence we have:

gob EX,Q q° Vq)c,r =qgo M(I)c,r . (52)

We next prove go u®., Ex o [1o]e. Note that the right-hand side is a fixed
point of ®., by definition. We shall prove the inequality using Theorem 2.3.4.

We first prove that Condition 2 of Theorem 2.3.4 is satisfied. For [ € C(X, R),
we have:

qo®.,(l)=qgoroFloc (by definition)
CxnooFgoFloc (by Condition 1 in Definition 5.3.2)
=®.(qol) (by definition) .

Conditions 1 and 3 of Theorem 2.3.4 are immediate by Condition 3 in Defi-
nition 5.3.2.

Hence by Theorem 2.3.4, we have g o u®., Cx o [no].. Together with (5.2),
we have qo b Cq [uo]e. O

Remark 5.3.5. The unique fixed point (c|),: X — R of ®., is the “optimal”
ranking arrow. That is, by the Knaster-Tarski theorem (Corollary 2.3.3.1), if
b: X — Risaranking arrow, then we have b Cr (/c|),. This implies gob C go(c|,
which means that ¢ o (/c|), gives better bound for [uo]. than g o b.

The converse of Theorem 5.3.4, i.e. completeness, does not necessarily hold.
This means that it is possible that there exists no b: X — R such that qo b =
[no]e. By the above remark, it is equivalent to that g o (c|), # [uo].. The
following proposition shows a sufficient condition for the completeness.

Proposition 5.3.6. Assume that the following

equality holds in Theorem 5.5.4: FY /F}[[?i;]c\% 7O
F(c), Fq
gor=o00Fq . (5.3) TC = Ti = Ul
xRt
Then we have q o (c|), = [uo]e. o]

Proof. By (c|), =70 F(c|), ocand gor = oo Fq, we have:

qo(chr = Pco(go(c)r).
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This means that g o (c|), is a fixed point of ®.,. As [uo]. is the least fixed point
of ®.,, we have
go (c)r Ja [uo]e-

Together with Theorem 5.3.4, we have g o (¢c|), = [uo]e. O

5.4 Concretization to Reachability Games

This section is devoted to a “sanity-check”: we will see that there exists a ranking
domain for Fy-coalgebras (see Example 2.4.14) such that the resulting definition
of ranking arrow coincides with the conventional definition of ranking function
(Definition 5.1.1).

Recall that we can represent a reachability game 7 = (XMax xMin pMax
EMin Acc) as an Fy-coalgebra cr : XMax — p2xMax 5 [ 1} (Example 2.4.14).
Then the winning region Winy € XMaX (Definition 2.2.22) is characterized as a
coalgebraic least fixed-point property as follows.

Proposition 5.4.1. For each X € Sets, we define a partial order <x over

Sets(X,{0,1}) by f <x g & Vo € X.f(z) < g(x), and let < = (<x)xeSets-
We define an Fg-modality og : Fg{0,1} — {0,1} over a truth-value domain

({0’ 1}7 S) by
og(T,1) = {1 (t=1)

maxger Mingegaa (6t =0).

Then og has least fized points.  Moreover, for a reachability game T =
(XMaX,XMin, EMaX,EMin,Acc), if we construct an Fg-coalgebra c1 as in Ez-
ample 2.4.14, then the least fized-point property [pogle, : XMax 101} in cr
specified by og is given by the characteristic function of Winr, i.e.

1 (x € Winy)

lnogle(@) = {0 (x ¢ Wing).

Proof. It is not hard to see that ®., is monotone.

It is also easy to see that for each c: X — F,X there exists a reachability
game 7T such that ¢ = c¢7. Hence it suffices to show that for each reachability
game T = (XMax xMin pMax pMin Acc) if we define f: XM** — {0,1} by

‘: 1 (z € Winy)
f(@): {0 (z ¢ Wing),

then f is the least fixed point of @
Sets(XMax {0, 1}).
We first show that f is a fixed point of ®.,,. For each x € X Max " we have:

Deroe(f)(2) =1
& (ogoFgfoer)(z)=1 (by the definition of ®., »,)
& mo(er(z)) =1, or JA € mi(c1(x)).Va' € A. f(2') =1 (by definition)
&€ Accor Jy € XM st (z,9) € EM™ Vo' € XM gt (y,2/) € EMIn,
fl@)y=1 (by the definition of c¢7)
o xeAccorJye XM st (z,y) € BM™ va' ¢ XMaxgt (y, 2/) € M,
FsMax ¢ ghlax ygMin ¢ ghlin, Par gMax gMin 1S Winning
(by the definition of f)

Sets(XMax {0.1}) —

T ,0g
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& x € Accor
Ely S XMIH S.t. (.:U,y) S EMaX. El(syax S 6¥ax)$/€{xl€XMax|(y’x/)eEl\ﬁn}.
Vo' € XM gt (y,2) € EMin, wsMin ¢ ghtin, Pat g ghiin is winning

& 2 € Acc or M ¢ gilax, ysMin ¢ giftin, Py sMax gMin 1S Winning

< flr) =1 (by the definition of f).
Hence f is a fixed point of &, ,.

It remains to show that f : XM# — {0 1} is the least fixed point. Let

f1e XMax 5 00,1} be a fixed point of @, 4. To prove f <ywmax f', it suffices to

prove f’(x) = 0 implies f(z) = 0 for each x € X.
For each 2/ € XM2* we have:

fl@")=0
& Per oy (f) (@) =0 (f'is a fixed point of ®, 4, )
& (ogo Fgf'oer)(2') =0 (by the definition ®. )

& m(er(2)) =0and VA € mi(er(2))). 32" € A. f'(2") =0 (by definition)
&' ¢ Accand Yy € XM st (2,y) € EMax, 32" € XM gt (y,2") € M,
f'(")=0 (by definition) .

This means that if f/(z') = 0, then 2/ ¢ Acc and for each y € XM® there
exists 2" € XM* guch that f/(z”) = 0. Hence for each x € XM such that
f'(x) = 0, we can inductively define a strategy sM" € 61}““ so that for each
strategy sMa* ¢ 6¥a" the resulting run p, ;max omin from z is not winning.
Therefore by definition, we have f(z) = 0. This concludes the proof. O

A ranking domain for o, inducing the conventional definition of ranking func-
tion is given as follows.

Proposition 5.4.2. Fiz an ordinal 3. We define an Fg-algebra rg; : Fgl3] — [3],
a function qg; : Fgl3] — {0,1} and a family Ci= (CEx ;) xesets of partial orders
as follows.

o rg;: P2[3] x {0,1} — [3] is defined as follows:

0 (t=1)
minger supgea(a+1)  (otherwise) .

re;(I',t) == {
Recall that a+1 denotes min{a + 1,3}.
® Gg;: (3] = {0,1} is defined by
0 (a=3)
Gg;(a) = {

1 (otherwise) .

e For f,g € Sets(X,[3]), f Cx; g U vy e X. f(z) > g(z) (be aware of the
direction,).

Then the triple (rg;, qg;, Efy)) 95 a ranking domain.

Proof. We prove that Conditions 1-4 of Definition 5.3.2 are satisfied.
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Condition 1 It suffices to prove that for each (I',t) € Fg[3] = P?rg; x {0,1},
if 05 0 Fgqg;(I',t) = 0 then gg; 074 ;(I',t) = 0.

0g 0 Fgqg;(I',t) =0

st=0andVAel. ;€ A (by the definitions of og, gg; and Fg)
= t = 0 and minger sup,e 4(a+1) =3 (5.4)
S g t) =3 (by the definition of g ;)
& gz 0rgs(It) =0 (by the definition of ¢g ;) .

Condition 2 Assume that f Cy [ g. Then for each z € X, we have:

Qo (f)(x) =00 Fgfoc(x)

_ {0 (ma(c(@)) = 1)

MilAcr, (o(2)) SWPzea(f(2)F1)  (m2(c(2)) = 0)
N {o (ma(e(z) = 1)
~ | minacr, (o@) SUPzea(9(@)+1)  (ma(c(z)) = 0)

—go Fgg o C(l‘) = (I’c,r(g)(x) .

Hence we have ®.,(f) Cx [ Pcr(9), and therefore ®., is monotone.

It is easy to see that a function that maps each z € X to 3 is the least element
in (Sets(X, i), Cx.n).

Finally, it is also easy to see that for A C Sets(X,[3]), its supremum
Llfea f: X — R with respect to Cx g is given by (UfeAf)(ﬂf) = /\fGA(f(a:)).
Hence Condition 2(b) is satisfied.

Condition 3 By the definition of ¢g ; : [3] = {0, 1}, for fi, fo € Sets(X, [3]) and
z € X, fi(xz) < fo(x) (with respect to the ordinary order) implies gg; o fi(x) >
g © f2(x). Therefore gg; o (_) is monotone.

By definition, if f(x) = 3 then gg; o f(x) = 0. Hence ¢g; o (_) is strict.

Let K C Sets(X, [3]). We have:

tes(| | f@) =1&In<s (/\ f(:v)) —nedfeK In<; flz)=n
feK feK

SdfeK gioflr)=1< \/ ggz0 f(x)=1.
fex

Hence we have | |,y (gg;0f) =qgz° (|_|f€K f), and ggz o (_) is continuous.

Condition 4 Let ¢c: X — FgX be an Fy-coalgebra. We prove that &, = has
a unique fixed point.

By Condition 2 and Theorem 2.3.2.3, ®, . has the least fixed point.

We will show that ®.,,  has a unique fixed point. Let fi, fo: X — [3] be
fixed points of ®., .. We prove f1(z) = a < fao(z) = a for each v € X and a < 3
by the transfinite induction on a.

When a = 0 we have:

filx) =0 rg 0 Fgfioc(x) =0 (f1 is a fixed point of @, )
< ma(ea(x)) =1 (by definition)
S rgzolgfooc(x) =0 (by definition)
& fa(x) =0 (f2 is a fixed point of @, ).
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Let a be a successor ordinal such that a < 3, and assume f(z) =’ < g(z) =
a for each € X and a’ < a. Note that by a < 3, we have a+1 = a + 1.

f1 (l‘) =a&rg;0 Fgfl o c(x) =a (fl is a fixed point of (I)c,rg,:,)

& m(ea(z)) =0and  min  sup fi(z')+1=a  (by definition)
Aemi(c(x)) 27 A

& mo(co(x)) =0, VA e m(c()). 32’ € A = (fi(2') <a—1)
and A € m(c(z)).V2' € A. fi(z)) <a—1
& ma(ea(z)) =0, VA € mi(c()). Iz’ € A.~(fa(2)) <a—1)
and JA € m(c(x)).Va' € A. fo(2') <a-—1
(by the induction hypothesis)

& my(ea(r)) =0and  min  sup fo(z')Fl=a
Aemi(c(2)) 2/€ A

S rgzolgfooc(r)=a (by definition)
< fa(z) =a (f2 is a fixed point of @, ).

Let a be a limit ordinal such that a < 3, and assume f(z) =d & g(z) =d

for each x € X and a’ < a. We have:

fi (x) =a&rg;0 Fgfl o C((L’) =a (f1 is a fixed point of CI)CJM)

& my(ea(r)) =0and  min  sup fi(z')Fl=a (by definition)
Aemi(c(2)) 2/€ A

& maea(x)) =0, VA € mi(c(w)). Vo' < a.32' € A.~(fi(z') < o)
and A € m(c(x)).Va' € A. fi(2') < a
& ma(ea(x)) =0, VA € mi(c(w)). Vo' < a.32" € A.~(fa(2) < o)
and A € m(c(x)).Va' € A. fo(2') < a
(by the induction hypothesis)

& mo(co(z)) =0and  min  sup fo(2')Fl=a
Aemi(c(z)) z/cA

“rgzoFgfaoc(r) =a (by definition)
& fa(z) =a (f2 is a fixed point of @, ).

Hence we have fi(z) = a < fa(zr) = a for each z € X and a < 3. This
immediately implies that fi(x) =3 < fo(x) = 3 for each z € X. O

We finally show that ranking arrows with respect to the ranking domain
coincide with ranking functions in Definition 5.1.1.

Proposition 5.4.3. Let T = (XMax xMin pMax pMin ‘Acc) be o reachability
game and 3 be an ordinal. A function b : XM — [3] is a ranking arrow for cr
(see Example 2.4.14) with respect to (rg;, g =p;) if and only if b is a ranking
function for T. Moreover, for x € XM b(z) < 3 if and only if qg; o b(z) = 1.

Proof. We have:

b: XM _ [3] is a ranking arrow for cr

& Vo € XM p(z) Crg, 0 Fgbo c(z) (by Definition 5.3.3)
& Vo e XM r o Fpboe(z) < b(x) (by the definition of C)
& Vo e XxMax, (ma(c(x)) =0 = B min sup b(z')+1 < b(z))

em(c)(z) z'eA
(by the definitions of rg; and Fy)
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& Ve e XM (7 ¢ Acc =  min sup b(z")+1 < b(z))
yi(z,y) EEMAX o () 11)e EMin

(by the definition of ¢7)
< b: X — [3] is a ranking function for T (by Definition 5.1.1).

It is immediate by definition that b(z) < 3 < gg; 0 b(x) = 1. O

Note that the inequality gg ;07rg ; T 0g0Fgqg ; is strict. (see (5.4) in the proof of
Proposition 5.4.2). Hence we cannot prove completeness using Proposition 5.3.6.
Indeed, Example 5.1.5 shows that it does not hold.

5.5 Concretization to PTSs

In this section, we apply the framework in Section 5.3 to PTSs (Definition 2.2.26).
We introduce two ranking domains for PTSs. They induce different notions of
“ranking function” for PTSs respectively.

We model a PTS 7 = ((X, gx),f,Acc) as an Fp-coalgebra co: X — GX x
{0, 1} as in Example 2.4.14. We first characterize reachability probability function
Reachz: X — [0,1] (Definition 2.2.27) as the least fixed point property.

Proposition 5.5.1. For each X € SB, we define a partial order <x over
SB(X,[0,1]) (here [0,1] is equipped with the standard c-algebra) by f <x
g Y vz e X. f(x) < g(x) where the last < denotes the ordinary order. Let
<:= (<x)xesB.- We define an F,-modality op : G[0,1] x {0,1} — [0,1] over a
truth-value domain ([0,1], <) as follows:

(o.1) (t=1)

opli,t) =

" faE[O,l} adp (t = 0) :

Then op has least fized points. Moreover, for a PTS T = ((X, SX),f,/-\cc),
if we define an Fy-coalgebra cz: X — GX x {0,1} as in Example 2.4.14, then

the least fized point property [puople, : X — [0,1] coincides with the reachability
probability function Reach o .

Proof. Let f,g € SB(X, [0, 1]) and assume f < g. Then for each z € X,

Do (f)(2)

=o0oF,foc(x) (by definition)

= L (ma(e(x)) = 1) by the definitions of o, and
{fx/ex £ d(mi(e@)  (malela)) —0) ¥ e deinitions of o and £

1 (ma(e(a)) = 1) b

- {fx/ex o) d(m(c(e)))  (malel@) = 0) R

=00 Fpgoc(x) (by the definitions of o, and Fy)

=®.,(9)(2) (by definition) .

Hence @, is monotone.

We prove [pop]e, = Reachy . It is easy to see that for each Fg-coalgebra
c: X — F,X there exists a PTS 7 such that ¢ = c5. Hence it suffices to
show that for each PTS 7 = ((X ,8x), &, Acc), the reachability probability func-
tion Reachs: X — [0,1] is the least fixed point of ® : SB(X,[0,1]) —
Sets(X, [0, 1]).

Ca ,0p
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We first show that Reach s is a fixed point of & For x € X, we have:

Cca,0p-

®., o, (Reach ) (x)
= (opoFpfocy)(z) (by definition)
1 (x € Acc)
{fx,eX Reach 7 (z') d(é(z)) (x ¢ Acc)
(by the definitions of ¢z, o, and Fp)
B {1 (z € Acc)
| oex limy—soo Reach® (/) d(€(z))  (z ¢ Acc)
(by the definition of Reach #)
1 (x € Acc)

B {limkﬁoo Jiex Reach’ (2') d(&(z)) (2 ¢ Acc)
(by the dominated convergence theorem, e.g. [8, Theorem 1.6.9])

1 €A
=< k1 (@ cc) (by the definition of Reachkg(m))
limg o0 Reach’s " (z) (z ¢ Acc)
= klim Reach® (z) (by the definition of Reach®(z))
—00
= Reachz () (by the definition of Reachy).

Hence Reach 7 is a fixed point of @, .

It remains to show that it is the least fixed point. Let f: X — [0,1] be a
fixed point of ®.,,. We will prove Reach 7 <x f. To this end, by the definition
of Reach 7, it suffices to prove Reach®, (z) < f(z) for each 2 € X and k € N. We
prove this by the induction on n.

For k = 0, it is immediate from that Reach% (x) = 0.

For k > 0, we have:

Reach®, (z)

B {1 (x € Acc)
+ iex Reachs (@) dé(z) - (o ¢ Acc)
< {1 (x € Acc)

T | Soex f@) dé(@) (2 ¢ Acc)

= (opo Fpfoc)(z) (by the definitions of ¢, Fj, and op)
= f(x) (f is a fixed point of @) .

(by the definition of Reach®(z))

(by the induction hypothesis)

Hence we have Reach®,(x) < f(z) for each z € X and k € N, and therefore
Reach 7 is the least fixed point of @, . O

5.5.1 Distribution-valued Ranking Supermartingale

In this and the next sections, we introduce ranking domains for o, respectively. In
this section, we introduce a ranking domain such that R is the set of distributions
over N U {oo}.

We first introduce some notations.

Notation 5.5.2. We write N, for NU {oco}. We define a o-algebra §pn,, over
DNy = {f : No = [0,1] | > ,en., f(n) = 1} as the smallest o-algebra that
makes a function ev, : DNy, — [0,1] defined by ev,(p) := ¢(a) measurable for
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each a € Ny (cf. the definition of G). As mentioned in Section 2.1, we might
write DNy for (DNuo, §pn,, ). For ¢ € DNy and A C R U {oo}, ¢(A) denotes
> acann, Pla). We let [a,b] = () when b < a.

In this section, we consider the following ranking domain.

Proposition 5.5.3. We define an Fy-algebra r, : FyDNo — DN, a function
¢p : DNoo — [0, 1] and a family Cpy, of partial orders as follows.

o 1p: GDNy x {0,1} — DN is defined by:
1 (t=1)
TP(Pat)(a) =<0 (t — O,CL — 0)
Joen,, pla—1)dl' (t=0,a>0).

o gp() = ([0, 00)).
o We define a partial order Cpy,_, over DNy, by

¢ Cpn., ¢ U vg e N. ¢([0,a]) < ¢'([0,4]),

Moreover, for each X € SB, we define a partial order Cx pn.,, by f Ex DN

g Cg’ Vz € X. f(x) Cpn,, 9(z), and define a family Cpy,, of partial orders
by CpNy = (Ex, DN ) XeSB-

Then a triple (rp,qp, Cpn.,) @5 a ranking domain for op. Moreover we have
gp © Tp = 0p © Fpqp (cf. Proposition 5.3.6).

We use the following lemma in the proof of the above proposition.

Lemma 5.5.4. For every nondecreasing function G : N — [0, 1], there ezists a
unique distribution ¢ over Noy such that ¢([0,a]) = G(a) for each a € N.

Proof. We define ¢ : Ny — R by

G(a) (a=0)
p(a) =1 G(a) —Gla—1) (0<a<o0)
1 —limy 0o G(d') (@ =00

).
By definition and that G is nondecreasing, 0 < ¢(a) < 1 for each a. By its
definition, we have > .y _¢(a) = 1. Hence ¢ € DNe.
Let ¢’ € DNy and assume ¢'([0,a]) = G(a) for each a € N. Then we have
©(0) = G(0) = ¢'([0,0]) = ¢'(0). Moreover for each a € N\ {0}, we have:

p(a) = G(a) = Gla—1) = ¢'([0,a]) = ¢'([0,a - 1]) = ¢'(a).

Therefore we have p(a) = ¢'(a) for each a € N, and this implies p(00) = ¢'(0).
Hence the uniqueness is proved, and this concludes the proof. ]

We next prove that C x pn, is indeed a partial order.
Lemma 5.5.5. The order Cx pn,, s a partial order.

Proof. We first prove that Cx py. is a partial order. Reflexivity and tran-
sitivity are immediate from those of the standard order < over [0,1]. Assume
that f L X DNeo 9 and g L X, DNeo f. By the definition of L X,DNos W€ have
f()([0,a]) = g(z)(]0,a]) for each x € X and a € [0,00]. Then by Lemma 5.5.4,
we have f = g. Hence antisymmetry is also satisfied. O

Proof (Proposition 5.5.3). We prove that Conditions 1-4 are satisfied.
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Condition 1 Let (I';t) € F,DNo = GDN x {0,1}. If ¢ = 1 then by the
definitions of 7, and op, we have the following (recall that Jy denotes the Dirac
distribution):

g 0 1p(I', 1) = qp(00) = 1 = 0p(Ggp(I), t) = 0p 0 Fpgp(I', 1).

Assume t = 0. Then we have:

gp o rp(I', 1) = 1p(I', 1)([0, 00)) (by the definition of ¢p)
=> (T 1)(a)
a=0
= Z/ ¢(a—1)dl (by the definition of )
a=1 " PEDNso
= / > p(a—1)dr
$€DNoo a=1
= / gp(p)dl’ (by the definition of gp)
pEDNo
= o0p 0 Fpgp(T, 1) (by the definition of o).

Hence Condition 1 is satisfied. We can also see that g, o rp = 0p 0 Firqp.

Condition 2 Let f1, f2: X — DNy and assume fi; Cx pn,, fo. Let x € X and
assume that c(z) = (¢,t) € F, X = GX x {0,1}.
If t = 1 then by definition we have:

T’p Oprl(T,[J,t) = T‘p OprQ(w,t) = (50.

Hence we have <I>C7Up(f1)(:v) = <I>C7Up(f2)(m).
Assume t = 0. Let a € N. If a = 0 then by the definition of r,, we have:

rp 0 Fpf1(4,1)([0, al) = 1p 0 Fy fo (4, £)([0, a]) = 0.

If a > 0, we have:

rp 0 Fp f1(¥,1)([0, a])

= / fi(2")([0,a — 1]) do (by the definition of ry)
r'eX

<[ pE)0a-1) (by f1 Cxone o)
r'eX

= 1p 0 Fy f2(,1)(]0, a) (by the definition of 7).

Therefore by the definition of Cpy,_, we have 1,0 F,, f1(1,t) Cpn., 7p0 Fpfa(, 1),
and ®.,, is monotone.

It is easy to see that a function f: X — DN, defined by f(x) := 0 is the
least element of (SB(X, DNy ), Ex DN, )-

We prove that (SB(X,DNy),Cxpn,) is w-complete and &, is w-
continuous. Let fo, f1,... € SB(X,DNy) and assume that they constitute an
increasing sequence, i.e. fo Ex pn. f1 EpNg - - - -

We define G: X — [0,1]N by G(z)(a) = lim,_00 fn(7)([0,a]). Note that for
each x € X and f € K, a < b implies f(x)([0,a]) < f(x)([0,b]). Hence by the
monotonicity of supremums, G is nondecreasing. Therefore by Lemma 5.5.4, for
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each z € X there exists unique ¢, € DNy such that ¢,([0,a]) = G(z)(a) for
each a € [0,00]. We define f: X — DNy, by f(z) := ¢g.

By its definition, f is the supremum of fy, f1, ... if we ignore measurability.
We prove measurability of f. We have:

f: X — DN is measurable

SVAEFpn.. fHA) €Fx (by definition)
& Va € Nw. VB € Fpo1)- {z € X | f(z)(a) € B} € Fx (by definition)
< Va € Ny. f(_)(a): X — [0,1] is measurable

< Va € Ny. f(_)([0,a]): X — [0, 1] is measurable.

As the limit of Borel-measurable functions is Borel measurable (see e.g. [8, The-
orem 1.5.4]), the last statement holds. Hence f is measurable.
We next prove that @, is w-continuous. For each z € X and a € N,

ey (] £)(@)([0,a))

1EW

=rpo Fp(| | fi) oc(a) (by definition)

1EW

{1 (ma(c(z)) = 1)
Jorex limisoo fi(2')([0,a — 1)) d(mi(c(2)))  (m2(c(z)) = 0)

(by the definitions of o, and F})
_ {1 (mac(x)) = 1)

limi o0 [orex fi(2)([0,a —1]) d(mi(c(2)))  (m2(c(z)) = 0)
(by the dominated convergence theorem)

= |_| e © Fp fi 0 ¢(x)([0, a]) (by the definitions of o, and Fy)
1EW

= | | ®eo(fi)(2)([0,a)) (by definition) .
S

Hence by Lemma 5.5.4, we have ®... (| l;c., f) = Ll
is w-continuous.

@, (fi). Therefore .,

€W

Condition 3 We first prove that g, is monotone. Let fi, fo: X — DN, and
assume that f; Cpy_ f2. Then we have:

gp © f1(z) = f1(x)([0, 00)) (by the definition of gp)
= limfi(2)((0,a))
< lim_fo(2) ([0, a]) (by fi Cone. f2)
= f2(2)([0, 0))
= qpo fao(z). (by the definition of gp)

Hence we have ¢, o f1 < gp o f2, and therefore ¢, o (_) is monotone.

Recall that the least element Lxpn,. of K¢(Gs)(X,DNy) is given by
1xpN, () = 0 (i.e. the Dirac distribution). By the definition of g, we have
¢p(00) = 0. Hence gp o (_) is strict.

We prove that gp is w-continuous. We define fo, f1,... and f in SB(X, DNy,)
as in the proof of Condition 2. As the limit of Borel-measurable functions is
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Borel measurable (see e.g. [8, Theorem 1.5.4]), we can calculate the supremum
of gpo fo <x gp o f1 <x ... in the pointwise manner. For each x € X, we have:

qp(l_l fi) (z) = alg]go(u fi> ()([0,al) (by the definition of gp)

= lim lim f;(x)(]0,a]) (by the proof of Condition 2)

a—>00 1—00

= lim lim f;(z)([0,a])

1—+00 G—>00

= hm n gp o fi(z) (by the definition of gp)
= \/ gp © fz
1EW

Therefore g, o (_) is w-continuous.

Condition 4 Let c: X — F, X be an Fj-coalgebra. It suffices to show that the
function @, : SB(X, DNy, ) — SB(X, DNy,) has a unique fixed point.

By Condition 2 proved above and Theorem 2.3.2.2, ®. ;. has the least fixed
point. We prove that this is the unique fixed point. Let fi, fo: X — DN be
fixed points of @, . We prove

fi(x)(a) = fa(x)(a) (5.5)

for each z € X and a € N.
Let x € X and assume ma(c(z)) = 1. Then we have:

fi(z) =rp o Fyfioc(x) (f1 is a fixed point of ®.,)
= do (by definition)
=rpo Fpfaoc(x) (by definition)
= fa(z) (f2 is a fixed point of ®.,).

Hence we have f1(z)(a) = fa(z)(a) for each a.

Let z € X and assume ma(c(z)) = 0. We prove (5.5) for each a € N by the
induction on a.

If a = 0 then by the definition of r,, we have

filz)(a) =rpo Fpfioc(r)(a) =0=rpoFpfyoc(z)(a) = falz)(a).
Let a > 0 and assume fi(2')(a’) = fo(2')(a’) for each 2’ € X and d’ < a.
fi(z)(a) =rp 0 Fyfioc(x)(a) (f1is a fixed point of @)

— //eX fi(2")(a — 1) d(m (c())) (by the definition of rp)

= / . fo(z")(a = 1) d(m(c(x))) (by the induction hypothesis)

=1p 0 Fyfa0c(z)(a) (by the definition of )
= fa(z)(a) (f2 is a fixed point of ®. ;).

Therefore we have f1( )(a) = fa(x)(a) for each x € X and a € N, and this
implies that f;(x)(c0) = fa(x)(c0) for each x € X. This concludes the proof. [

In automata-theoretic terms, a ranking arrow with respect to (7p, gp, Cpn.,)
and its soundness theorem are given as follows.
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Definition 5.5.6 (distribution-valued ranking function). Let 7 = ((X,§x), &, Acc)
be a PTS. A distribution-valued ranking function for 7 is a measurable function
b: X — DN, that satisfies the following:

Vz € X \ Acc. Va € N. b(z)([0,a]) < / b(z")([0,a — 1])dé(z) . (5.6)
z'eX
Theorem 5.5.7. Let b: X — DNy, be a distribution-valued ranking function for
a PTS 7 = ((X,3¥x),§ Acc). Then

Vz € X. b(z)([0,00)) < Reachy(x).

Proof. We define an F,-coalgebra cz: X — F,X as in Example 2.4.14. By the
definitions of r, and Fj,, we can easily see that b: X — DN, is a ranking arrow
for c7 with respect to (7p,¢p, Cpn..) (i-e. b(z)([0,a]) < 150 Fybo ca(x)([0,a])
for each x € X \ Acc and a € N) if and only if b is a distribution-valued ranking
function for .7. Moreover, by the definition of gy, we have b(x)([0, 00)) = gpob(z).

Hence the theorem is immediate by Theorem 5.3.4. O

By the above soundness theorem, we can use distribution-valued ranking func-
tion for underapproximating the reachability probability of PTSs. This means
that we can do quantitative reasoning using distribution-valued ranking func-
tion. This is in contrast to a well-known ranking function-like notion for PTSs
called ranking supermartingales [19, 34] which can verify a qualitative property
called almost-sure termination, i.e. that the reachability probability is 1 (see also
Definition 6.0.1 and Theorem 6.0.2).

As we have seen in Proposition 5.5.3, we have g, o rp = 0} 0 Fiqp. Hence by
Proposition 5.3.6, we have the following completeness theorem.

Theorem 5.5.8. For a PTS F = ((X, $X),§,Acc), there exists a distribution-
valued ranking function b: X — DNy, such that

Vz € X. b(z)([0,00)) = Reachz(x). O

Example 5.5.9. We define a PTS & = ((X,SX),ﬁ,Acc) (e T2
by X = {wo,m’l,l"z}, $x = PX, f(.%'()) = [xo — %,xl — 1 O
Ly o 3, €(1) = [o1 — 1) and &(z2) = 25 — 1] and ;Qi/; i
Acc = {x1}. The function b: X — DN, defined by b(zg) = To

[i = 1/37FL 0o+ 1/2], b(x1) = [0 = 1] and b(w2) = [0o > 1] is a distribution-
valued ranking function. Hence we can conclude Reach (7o) > (1—3) = 1. (As
mentioned in Section 2.1, we are identifying GX with DX.)

5.5.2 ~-Scaled Submartingale

Fix a real number 7 € [0,1). We next consider the following ranking domain.

Proposition 5.5.10. We assume that [0,1] is equipped with the standard o-
algebra. We define an Fy-algebra ry, .+ Fp[0,1] — [0,1], a function g, : [0,1] —
[0,1] and a family < of partial orders as follows.

e 7. :G[0,1] x {0,1} — [0,1] 4s define as follows:

1 (t=1)
v fae[[) yade  (otherwise).

T’F/)ﬁ((p,t) = {
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® g :[0,1] — [0,1] is the identity function idjg ).
o <:= (<x)xesB is defined as in Proposition 5.5.1.
Then (rp > qp, <) is a ranking domain for oy.

Proof. We prove that Conditions 1-4 are satisfied.

Condition 1 Let (p,t) € F;[0,1] = G[0,1] x {0,1}. Then we have:

/ ’ qé(l) (t =1 o ’
qyory~(p,t) = (by the definition of 7, )
P {q{) (v fae[o,u adp) (t=0) P

1 (t=1)
= (by the definition of ¢))
{7 : fae[o,l] adp (t=0) i
1 (t=1)
< (by v < 1)
{fae[o,l] adyp (t=0)
= op(p,t) (by the definition of o)
= 0p 0 Fpqy (e, t) (by the definition of gj) .

Hence we have ¢, o r{m < op 0 Foqp.

Condition 2 We first prove that @, is monotone. Let fi, fo: X — [0, 1]
and assume that fi <y fo. Let x € X and assume that c¢(z) = (¢,t) € F, X =
GX x {0,1}. Then we have:

- N (t=1) N ,
Tpq © Fpfi(i,t) = {fweX fi@)de (t=0) (by the definitions of F}, and ry, . )
1 (t=1)
< by fi <
_{fxexfﬂx)dw (t:O) (Yfl_fQ)
= T:),v o Fypfa(v,t) (by the definitions of T:)n/ and Fp) .

Hence ‘I’c,r;m is monotone.

It is easy to see that the least element of (SB(X, [0, 1]), <x) is given by the
function that maps each x € X to 0.

We show that (SB(X, [0,1]), <x) is w-complete and ®.,, is w-continuous.
Let fo, f1,--- € SB(X,[0,1]) and assume fo <x fi1 <x .... We define f: X —
[0,1] by f(x) := Ve, fi(x). As the limit of Borel-measurable functions is Borel
measurable (see e.g. [8, Theorem 1.5.4]), f is measurable. It is easy to see that
f is the supremum of a chain fy, f1,....

Moreover, we have:

(I)c,ri’,w (\/ fz) (l’) = 74,,377 © Fp(\/ fz) © C(l’) (by deﬁnition)
:{1 (ma(c(x)) = 1)
Y ey limise fi(a) d(mi(c(2))  (ma(c(z)) = 0)

(by the definitions of r, ., and F},)

{1 (ma(e(w)) = 1)
limi o0y [pex fil@) d(mi(e(@)))  (ma(c(z)) = 0)
(by the dominated convergence theorem)
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= \/ Tp 0 Fpfioc(z)  (by the definitions of 7, . and F)
(IS

=\/ @y (fi)(@) (by definition).
(S

Hence ‘I)c,rgw is w-continuous.
Condition 3 Immediate from that q,’) =1idjpq)-

Condition 4 Let ¢c: X — F,X be an Fj,-coalgebra. We prove that @cﬂw has
the unique fixed point.

By Condition 2 proved above and Theorem 2.3.2.2, ®.,, = has the least fixed
point f: X — [0,1]. We prove that this is the unique fixed point. Let g: X —
[0, 1] be a fixed point of Py - As f is the least fixed point, we have f(z) < g(z)
for each x € X. Define h: X — [0,1] by h(x) = g(z) — f(z). Then,

Slel)[; h(z) = 51612 (9(z) = f(z)) (by the definition of h)
= ilelg(q)c’ré’” (9)(x) = Py (f)(z)) (f and g are fixed points)
<swp(y- [ g@)amie@) =5 [ 56 dm(e)

(by the definition of ry . and that ma(c(z)) =1 = P, (f)(2) = Pcr(g)(z) = 1)

=7 - sup /’GX(g(:I:/) — f(a)) dmi(c(z))

reX

= - sup / h(z") dmi(c(z)) (by the definition of h)
zeX Jr'eX

< - sup sup h(z') (by [yex dmi(e(z)) =1)
zeX x'eX

= -sup h(z).
zeX

As 0 < < 1, we have sup,cx h(x) = 0. Hence we have f = g. O

A ranking arrow with respect to (., gy, <) and its soundness theorem are
as follows.

Definition 5.5.11 (+-scaled submartingale). Let J = ((X, SX),f,Acc) be a
PTS. Let v € (0,1). A ~-scaled submartingale for .7 is a measurable function
b: X — [0, 1] that satisfies the following:

vz € X\ Acc. b(z) < - / b(a')de () . (5.7)
z’eX

Theorem 5.5.12. Let b: X — [0,1] be a vy-scaled submartingale for a PTS

T = ((X,SX),f,Acc). Then for each x € X,

b(x) < Reachz(z).

Proof. We define an F,-coalgebra cz: X — F,X as in Example 2.4.14. By the
definitions of 7, . and F, we can easily see that b: X — [0, 1] is a ranking arrow
for ¢z with respect to (1}, ., qp,, <), (i-e. b(z) <1y 0 Fpbocg(x) for each z € X)
if and only if b is a 7-scaled submartingale for .7. Moreover, by the definition of
qp» we have b(x) = g, o b(z).

Hence the theorem is immediate by Theorem 5.3.4. O
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Example 5.5.13. Consider the PTS .7 in Example 5.5.9. For each v € [0,1),
we define by: X — [0,1] by by(z0) = 325, by(21) = 1 and by(z2) = 0. Then b, is
a ~y-scaled submartingale. Hence by Theorem 5.5.12 we have Reach (z¢) > et

Properties of y-scaled Submartingales

In the rest of this section, we present three properties of «-scaled submartingales.
The following proposition shows that the bigger v we take, the better bound we
can obtain.

Proposition 5.5.14. Let T = ((X7 SX),ﬁ,Acc) be a PTS. Let v1,v2 € [0,1) and
assume 1 < yo. If by: X — [0,1] is a v1-scaled submartingale for 7 then there
exists a y2-scaled submartingale by: X — [0,1] for T such that by (z) < ba(z) for
each x € X.

Proof. Immediate by the Knaster-Tarski theorem (Corollary 2.3.3.1) and that
b1 is a post fixed point of ® O

c?’rPa'YQ :

We move onto the second property of ~v-scaled submartingales. We can see
in the proof of Proposition 5.5.10 that the inequality g, o ., < op o Fuqy, is
strict. Hence we cannot imply completeness using Proposition 5.3.6. Indeed, in
Example 5.5.13, the probability bound ﬁ of Reach 7 (xg) given by b, is strictly
smaller than the true reachability probability %

However, if we let v — 1 then we have ﬁ — % As ﬁ < Reach 7 (x() holds
for each v < 1, this implies % < Reachz(zg). The following proposition shows
that the completeness in such an asymptotic sense does hold.

Proposition 5.5.15. Let . = ((X,;S’X),E,Acc) be a PTS. Let (v; € [0,1))icw
be an increasing sequence of real numbers that converges to 1, i.e. 0 < 7 < 1
for each i, vo < v1 < y2 < -+ and lim;_,ooy; = 1. Then there exists a sequence
(bi: X — [0,1))iew of measurable functions such that:

1. for each i € w, bj: X — [0,1] is a y;-scaled submartingale; and

2. (bi)icw 18 an increasing sequence and converges to Reachy, i.e. for each
€ X, by(z) <bi(zr) <... and lim;_, b;j(x) = Reachz ().

We prove the above proposition as a corollary of the following categorically
general result. The theorem shows a setting where such the completeness in an
asymptotic sense holds.

Theorem 5.5.16. Let ' : C — C, (2,Cq) be a truth-value domain and o :
FQ — Q be an F-modality over (Q,Cq) that has least fized points. Let 1’ :
FR — R be an F-algebra, ¢ : R — Q be an arrow, and Cr= (Cx Rr)xec be
a family of partial orders where Tx g is define over C(X,R). We assume the
following conditions.

1. There exists an increasing sequence ro Cprr 71 Err R -+ € C(FR, R) of

arrows such that v’ = | |, ;.

2. For each i € w, a triple (ri,q,CR) is a ranking domain.

3. For each f: X =Y, a function (_)o f: C(Y,R) — C(X, R) is monotone
and w-continuous with respect to Ey r and Cx g.

4. For an F-coalgebra c: X — FX, the function ®., : C(X, R) = C(X, R) is
monotone and w-continuous with respect to Ex g.
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5. gor'=00Fq.

Let ¢c: X — FX be an F-coalgebra. By the definition of a ranking domain, for
each i € w, there exists a unique arrow (c|),,: X — R such that ®.,,((c)r,) =
(c)r,. Then we have:

L ((|C|)n.: X - R)iew is an increasing sequence with respect to Cx g.

I | e (g o (er) = [po]e-

Proof. We first prove (c)),, C (c|)r,,, for each i € w. Note that (/c|),, is the least
fixed point of ®.,,. Hence by the Knaster-Tarski theorem (Corollary 2.3.3.1), it
suffices to show that (c|),,, is a pre-fixed point of ®.,,. We have:

Ti41

(I)C,Ti(qcDTH—l) =T;o F(’cDrH_l oc (by deﬁnition)
Cx.grit1o F(c)r,, oc (by the assumption)
- (I)C,Ti+1 ((’CDTH—l) (by deﬁnition)
= (cDrip (ri+1 is a fixed point) .

Hence ((c)r,: X = R), <., 18 an increasing sequence.

We next prove | |, (q o (¢)r,) = [po]c. Note that for each 4, (c).,: X — R
is a ranking arrow for ¢ with respect to (r;,q,Cg). Hence by the soundness of
ranking arrows (Theorem 5.3.4), we have g o (¢),, Cx,q [no]. for each i. Hence
we have | J;c,,(q 0 (c)r,) Ea [uo]..

We shall prove the opposite direction. To this end, as [uo]. is defined as the
least fixed point of ®.,, it suffices to show that | |;c (g o (c|)r,;) is a fixed point
of ®.,. We have:

Qe <|_|(q o (‘CDri)> =oo F<|_|(q o (!cl)n)> oc  (by the definition of ®,,)

€W €W
=ooFgo (| ]lehs,) oc
IS
(by Condition 3 of Definition 5.3.2)
=gqgor'o F(|_| (]ch) oc (by Assumption 5)
1€W
=qo |_| (r' o F(c))y, o c) (by Assumption 4)
1EW
=gqo |_| ((U)r] o F(c))y, o c) (by Assumption 1)
€W  JEwW
=qo |_| |_| (rj o F(c|)y, o c) (by Assumption 3)
1€w jEW
=qo| [(rie F(c)r, 0 ¢)
€W
=gqo |_|(]c|)” ((eDr, is a fixed point of @)
1€W
= |_|(q o (c)r,) (by Condition 3 of Definition 5.3.2).
€W
This concludes the proof. ]
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Proof (Proposition 5.5.15). We define r, : G[0, 1] x {0,1} — [0,1] as follows:
1 (t=1)
ro(ep,t) = {

fae[0,1] ady (otherwise).

Moreover, we define a function g : [0,1] — [0,1] and a family <= (<x)xec of
partial orders as in Proposition 5.5.10. We prove that Conditions 1-5 of Theo-
rem 5.5.16 are satisfied.

For each ¢ € w we define r; : Fp[0,1] — [0,1] by r; = r;71_1/2i
right-hand side is defined as in Proposition 5.5.10. It is easy to see that (7;)icw
is an increasing sequence and \/;c, r; = r, (Condition 1).

By Proposition 5.5.10, for each i € w, (i, gy, <) is a ranking domain (Condi-
tion 2).

Let f: X =Y and z € X. For g,¢': Y — [0, 1] such that g <y ¢, we have

go f(x) =g(f(x)) < g'(f(x)) =g o f(a).

where the

For g1,92,...: Y — [0,1] such that g1 <y g2 <y ..., we have
(\/ gi) o fx) = \/(gi(f(w))) = \/(gi o f(z)) = \/(gi o f) ().

Hence Condition 3 is satisfied.

In a similar manner to the proof of Proposition 5.5.10 (Condition 2 of Defini-
tion 5.3.2), we can show that Condition 4 is satisfied.

In a similar manner to the proof of Proposition 5.5.10 (Condition 1 of Defini-
tion 5.3.2), we can prove g, o 7, = 0y, o Fiq;, . Hence Condition 5 holds. ‘

For each i € w, we let b; := (cz|),,. By definition, each b; is a (1 —1/2)-scaled
submartingale. Moreover, by Theorem 5.5.16, (bi: X — [0, 1])Z c., 18 an increasing
sequence, and for each = € X we have:

Reachz(z) = [puop]c., (x) (by Proposition 5.5.1)
= \/ qp © bi(x) (by Theorem 5.5.16)
IS#)
= b;(x) (by definition).
This concludes the proof. ]

We conclude this section by showing that we can relax the definition of -
scaled submartingale. Definition 5.5.11 fixes the range of a y-scaled submartingale
b to [0, 1]. The following proposition shows that we can extend it to [—oo, 1]. This
relaxation is convenient when we synthesize y-scaled submartingales.

Proposition 5.5.17. Theorem 5.5.12 still holds if we extend the range of b in
Definition 5.5.11 to b: X — (—o0, 1].

Proof. Immediate from that if b: X — (—o0, 1] satisfies the inequality (5.7) in
Definition 5.5.11 then ¢': X — [0,1] defined by V/(x) = max{0, b(x)} also satisfies
the inequality and hence is a v-scaled submartingale. O

5.6 Conclusion and Related Work

We have categorically generalized the notion of ranking function and proved its
soundness in the categorical level. In the generalization, a categorical notion of
corecursive algebra played the central role. We then instantiated the generaliza-
tion for PTSs, and obtained two ranking function-like notions for them. The in-
duced notions were named distribution-valued ranking function (Definition 5.5.6)
and y-scaled submartingale (Definition 5.5.11).
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Related Work For the soundness of ranking function (Theorem 5.1.2), well-
foundedness of [3] played an important role. We have used corecursive algebras to
characterize well-foundedness categorically. In fact, in category theory, a notion
called well-founded coalgebra exists [106]. It is known that under some weak
assumptions, the notion of well-founded coalgebra coincides with that of recursive
coalgebra [106]. As its name suggests, the notion of recursive coalgebra is dual to
that of corecursive algebra. A relationship between anti-founded algebra (the dual
notion of well-founded coalgebra) and corecursive algebra is studied in [16]. It is
remarkable that well-foundedness of coalgebras is commonly used to prove well-
foundedness (i.e. termination) of the coalgebra itself. In contrast, in this thesis,
we have used corecursive algebras to prove termination of another coalgebra.

We have induced kinds of martingales from our categorical framework. A cat-
egorical study of martingales is also found in [72]. There, a relationship between
two classical results in the measure theory called Kolmogorov extension theorem
and Doob’s martingale convergence theorem is investigated.

In Chapter 5 we have categorically modeled a modality as an F-algebra o :
FQ — Q. Another standard modeling is one by a predicate lifting, a natural
transformation ox: Q% = QFX (see e.g. [95]). These two modelings are related
by the Yoneda lemma (see e.g. [45]).
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Chapter 6

v-Scaled Submartingale for Probabilistic
Programs and its Synthesis

In this chapter, we discuss an algorithm for synthesizing v-scaled submartin-
gales for probabilistic programs. A probabilistic program is a variant of a while
program augmented with probabilistic assignments and probabilistic branchings.
Probabilistic programs can model not only randomized algorithms but also sys-
tems including physical phenomena [92].

Our algorithm is adapted from existing ones. It is obtained by modifying
template-based synthesis algorithms for ranking supermartingales [19]. Ranking
supermartingale is a well-known ranking function-like notion for probabilistic
systems. We can use it for proving almost-sure termination of a probabilistic
system (i.e. that the system terminates in probability 1).

Definition 6.0.1 (ranking supermartingale [19, 34]). Let 7 = ((X,§x),§, Acc)
be a PTS. An (additive) ranking supermartingale for .7 is a measurable function
b: X — [0, 00] that satisfies the following condition:

vz € X \ Acc. b(z) > / b(a)dE(x) + 1. (6.1)
r'eX

Theorem 6.0.2 (soundness, [19, 34]). Let b: X — [0,00] be a ranking super-

martingale for a PTS 7 = ((X,§x),& Acc). Then for each z € X,

b(x) < oo = Reachz(z)=1. O

The definitions of ranking supermartingale and ~-scaled submartingale are
very similar. We found that an existing synthesis algorithm for ranking super-
martingales can be easily adapted for y-scaled submartingales.

In this chapter, we first give a linear template-based algorithm based on an
algorithm in [19, 23]. It fixes a linear template for a ~y-scaled submartingale
and searches for a valuation of parameters (unknown coefficients) that makes the
template a ranking supermartingale using a linear programming (LP) solver. We
have implemented the algorithm and tested it for several probabilistic programs.
We have also compared it with another algorithm in [23] that is for the same
purpose, i.e. underapproximating termination probability. The algorithm in [23]
is similar to ours: it synthesizes a repulsing supermartingale, yet another ranking
function-like notion for probabilistic systems, using a linear template. We will
compare the lower bounds of the termination probability calculated by our and
their algorithms.

For ranking supermartingales over probabilistic programs, a polynomial
template-based synthesis algorithm is also known [21]. Tt fixes a polynomial tem-
plate for a ranking supermartingale and searches for a valuation of parameters
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using a semidefinite programming (SDP) solver. Similarly to the linear template-
based algorithm, it can be easily adapted for y-scaled submartingales.

We also implemented the polynomial template-based algorithm and tested
it for probabilistic programs. However, it turned out that our implementation
does not work well because of numerical errors that seem to be caused by the
SDP solver. We nevertheless present our polynomial template-based algorithm,
(failed) efforts to remedy the problems caused by numerical errors, and the ex-
perimental results for the record.

This chapter consists of two sections. In Section 6.1, we present our linear
template-based algorithm, explain its implementation, and give the experimental
results. In Section 6.2 we do the same for a polynomial template-based algorithm.

This chapter extends a part of [102].

6.1 Linear Template-Based Algorithm

In this section, we consider synthesizing a «-scaled submartingale for probabilistic
programs using a linear template.

6.1.1 Syntax of Probabilistic Programs

The syntax of probabilistic programs we use in this thesis mainly follows the one
in [23] except that we do not include nondeterministic assignments and branchings
so that the theory developed in the previous chapter is applicable.!

Definition 6.1.1 (linear probabilistic program). Let V be a countably infinite
set of variables. A linear probabilistic program (LPP) is a program (prog) defined
by the following BNF notation:

(prog) ::= (stmt)
(stmt) ::= (stmt);(stmt) | (assgn) | skip | while (pbexpr) do (stmt) od
| if (pbexpr) then (stmt) else (stmt) fi (6.2)
(assgn) ::= (pvar) := (expr) | (pvar) := sample((dist))
(expr) ::= (const) | (pvar) | (const) - (pvar)
| {espr) + {eapr) | (eapr) — (eapr) (63)
(pbezpr) ::= prob(p) | (bexpr) (where p € [0,1])
(bexpr) ::= (conjexpr) | (conjexpr) or (bexpr)
(literal) ::= (expr) < (expr) | (expr) < (expr)

)
)
(conjexpr) ::= (literal) | (literal) and (conjexpr)
)
(pvar) :=v €V (dist) ::=d € GR (const) :=c € R.

We further assume the following:

(t) for each probability measure d appearing in (prog), an algorithm that cal-
culates the expectation of d is given.

We write {{ stmt }}iin, {{ assgn}}tin, {{expr}}in, ete... for the sets of formulas defined
by the BNF notation above (i.e. {{pvar}}ti, = {v € V} for example). We call an
element in {{expr}}in a linear expression.

'n fact, it was proved later by another author that a y-scaled submartingale can be defined
for probabilistic systems with nondeterminism and its soundness theorem is provable [102].
Moreover, the original algorithms in [19, 23, 21] from which our algorithm is adapted can deal
with probabilistic programs with demonic nondeterminism. Hence all the discussions in this
chapter are also applicable for probabilistic programs with nondeterminism.
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For (expr) € {{expr}}in, its semantics [(expr)] : RY — R is defined in the
standard manner (we omit the definition). Similarly, the semantics [b] C RY of
b € {{bexpr}}in U {{ conjexpr}in U {{literal }}iin is ordinarily defined.

In the rest of this chapter, we may identify semantically equivalent expressions
like 1 - €9 and x5 - x1, or 1 + x2 and x9 4+ x1. No confusion is likely.

6.1.2 Problem

We formalize the problem. The problem is stated in terms of probabilistic control
flow graph, a syntactic object that is induced from an LPP.

Definition 6.1.2 ([5]). A linear probabilistic control flow graph (linear pCFG)
is a tuple I' = (L4, Lp, linit, 74, TB) consisting of the following components:

e finite sets L4 and Lp of assignment locations and branching locations;
e an initial location liniy € Lo U Lp; and

e transition functions 74 : La — {{assgn}tin x L and 73 : Lp —
{pbexpr}tin x L x L.

We write VT for the finite set of variables in V appearing in I'. We calll € LyULp
a location, A € R'T a valuation, and a pair (I, \) € (LaULg) xR a configuration.

An LPP induces a pCFG as follows.

Definition 6.1.3. For an LPP (prog) a countably infinite set £ and a symbol

£7l erm
Loven® = (L, L, linit, TA, TB) a8

lterm ¢ £, we inductively define a linear pCFG (prog)

follows.

e Assume (prog) = (stmt)!;(stmt)2. Fix countably infinite sets £1, Ly C L so
2
that £1 N Ly = 0. Assume DF2lerm — (L%, L%, 12, 7%, 73) and e

(stmi)? init> (stm)l =
(LY, Ly 1k 74, 75). Then we let Ly := LY U L2, Lp:= LY U LY, linit ==
Wiy Ta(l) == 74() if I € LY and 73(1) if | € L%, and 75(1) = 75() if

l e Ly and 73(1) if l € L%

o Assume (prog) = (assgn). Then we choose lhew € L and let Ly :=

{lnew>lterm}7 Lp = (D, linit = lnewa 7_A(lnew) = (<a539n>7lterm) and 7p be
the empty function.

e If (prog) = skip then we choose v € V and let L stmty = Toi=o-

e Assume (prog) = while (pbezpr) do (stmt)’ od. We choose lpewL and

E\{lnewjhlnew _ !/ / /
assume F<stmt>, = ( a0 Ly bt

L'y, linit := lnew, TA(l) := 7/4(1) and 75(1) := ((pbempr>, Uit lterm) if I = lpew
and 7p(l) := 15(l) otherwise.

74,7p). Then let Ly := Ly, Lp =

e Assume (prog) = if (pbeapr) then (stmt)! else (stmt)? fi. Fix countably
infinite sets £1, Lo C £ and lpew € £ so that £L1NLo = 0 and lpew & L£1ULs.
Assume I‘é"t’frz;? = (LY, L5, I} 4, 7%, 75) for i € {1,2}. We then let Ly :=
L}4 ULZ, L := {lyew} U L}B U LQB, linit := lnew, TA(l) := Tﬁl(l) when [ € Lf4
and 75(1) = ((pbeapr), Ly, 125) if | = lnew and 75(1) == 75(1) if | € LY
(here 7 € {1,2}).
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We next introduce notions of invariant and terminal configuration. An invari-
ant specifies ranges of variables while a terminal configuration specifies accepting
states. Both of them are defined as predicate maps, functions that assign Boolean
expressions to each location of a pCFG.

Definition 6.1.4 (linear predicate map). Let I' = (L4, Lp, linit, 74, TB) be a
pCFG. A linear predicate map is a function p : La + Lp — {{bexpr }}in.

We first explain invariants. For example, in the
LPP on the right, we always have x > 0 at line 3.
Hence a linear predicate map assigning “x > 0” to
the corresponding location is an invariant.

An invariant allows us to find a better ~y-scaled
submartingale that gives tighter bound for the
reachability probability. In this thesis, we assume
that a correct invariant is provided by the user od
and do not discuss how to obtain a correct invariant. A synthesis algorithm for
invariants is found in e.g. [69].

x = b5;
while x > 0 do
if prob(0.5) then

0~ O Ut W N+~
D
n
(0]

Definition 6.1.5 (invariant). Let I' = (L, Lp, linit, 74, 78) be a linear pCFG.
A linear predicate map J : Lg + Lp — {{expr}}in is called a linear invariant if
for each l € Ly U Lp and X € [J3(1)], the following conditions are satisfied.

e Ifl € Ly and 74(l) = ({assgn),!’) then

— if (assgn) = (v := (expr)) then Alv — [{ezpr)](\)] € [I(!')], and
— if (assgn) = (v := sample((dist))) where (D) = d then A[v — (] €
[3(1")] for each ¢ € supp(d) := {r € R|VO:open CR. 7 € O =
d(0) > 0}.
e If | € Lp and 75(l) = ((pbeapr),ly,l2) then

— if (pbexpr) = prob(p) then A € [I(1;)] for each i € {1, 2},
— if (pbexpr) = (bexpr) and A € [(bexpr)] then A\ € [JI(11)], and
— if (pbexpr) = (bexpr) and A ¢ [(bexpr)] then A € [I(I2)].

Finally, a terminal configuration specifies accepting states. It is simply defined
as a predicate map. A pCFG, an invariant and a terminal configuration together
induce a PTS as follows.

Definition 6.1.6. Let I' = (L4, Lp, linit, 74, 78) be a linear pCFG, J : La+Lp —
{{ezpr}}in be a linear invariant, and ¥ : La + Lp — {{expr}}i, be a linear
predicate map. Let L = Ly + Lp. We define a PTS Jp 55 = ((X, S'X),f,ACC)
as follows (recall that 0, denotes the Dirac measure):

o (X,3x) = e (3], 31) where § = {AN [[J(l)]]’A C R A is

measurable} .

DI

(
(assgn),l’) then

e letle Lo+ Lpand A€ [T
—IflGLAandTA (

* if (assgn) = (v := (expr)) then £(I, X) := S A [eapr](V))» a0
 if (assgn) = (v := sample((dist))) then (I, \)({I"} x A) :=
(dist)({N(v) | X € AV € Vp\ {v}. N(V') = A(W)}) if " =1

and 0 otherwise.
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— Ifle Lp and 75(1) = ((pbempr>,l1,l2) then

* if (pbexpr) = prob(p) then £(1,A)({I"} x A) :=p if I” = |; and
AeA;1—pifl” =1y and X € A; and 0 otherwise.

* if (pbexpr) = (bexpr) and A € [(bexpr)] then £(I, \) := §

« if (pbexpr) = (bexpr) and X\ ¢ [(bexpr)] then £(I,\) :=§

11,0, and

(12,2)
The probability measure (I, A) is well-defined because J is an invariant.

o Acc:={([,\) | X € [T(D]}.

We can now formalize the problem that we tackle in this section.

Problem 6.1.7. input: a linear pCFG I' = (L a, L, linit, T4, 7B)
an initial valuation A 0 Vo — R
a linear invariant J for a pCFG I’
a linear predicate map ¥ for a pCFG I’
output: p € R such that p < Reachgnm(linit, Ainit )

6.1.3 Algorithm

Our algorithm is almost the same as the one for ranking supermartingales in [19],
although Lemma 6.1.12 given later seems to be new.

Throughout this section, let I' = (L4, Lp, linit, 74, 78) be a linear pCFG,
L=Ls+Lpand{z,...,x,} = Vpr. Let 3: L — {{expr}}in be a linear invariant
and ¥ : L — {{expr}}in be a linear predicate map, and assume that an initial
valuation At € [J(linie)](C R'T) is given. We fix v € [0,1). The algorithm
consists of four steps.

Fix a Template

The algorithm first fixes a linear template for a ~-scaled submartingale.
Definition 6.1.8 (linear expression map and linear template).

e A linear expression map for I' is a function f : L — {{expr}}tin. We define

[f]: L x R = R by [§](1, ) == [FO)I(N).

o A linear template over I is a family t = (t(l))leL of formulas of a form
t(l) = alll’1+-~+aila;n+bl.

For each | € L, all, . ,aﬁl,bl are new variables. We call each of them a
parameter and write Pr for the set of parameters. For a valuation y :

Pr — R of parameters, we write t, for a linear expression map [ +
x(ah)zy + - - + x(ah)zn + x(8).

Suppose that we fix a linear template for I'. Recall that the state space of
a PTS Jp 5z is given by [[,c,[3(1)] € L x R'. Our goal is to synthesize a
valuation x : Pr — R of parameters so that:

o [t ., pon : ier[3(D] — R is a y-scaled submartingale over the PTS
Iras ?in this case we say that t, is a vy-scaled submartingale); and

e maximize the probability bound [t,](linit, Ainit) € R given by the vy-scaled
submartingale.
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Collect Conditions for Parameters

We next turn the axioms of ~y-scaled submartingales to conditions on the param-
eters. For example, suppose that there exists a state [ € L such that

e J(1) = ((conjezpr), or - -- or, (conjexpr)y);
o T(I) = ({conjexpr)i41 or - - or, (conjexpr)yii); and

e 75(l) = (prob(p),l,12).

Here T(1) € {{bexpr}}in is a “negation” of T(1) in the following sense:

Lemma 6.1.9. For (bexpr) € {{bexpr}}in, there exists (bexpr) € {{bexpr}}in
such that [(bexpr)] = RVT \ [(bexpr)]. =

In general, the formula (bexzpr) can be exponentially larger than (bexpr).
Then the inequality (5.7) in Definition 5.5.11 for the location [ boils down to
the following formula.

VAERY. Vie {1,... . kk+1,....k+Kk}.
X € [(congexpr)i(1)] = [t (DIN) <7 (p- [ (@)IN) + (1 = p) - [t (2)](V))

Note that the premise is representable as a conjunction of linear inequalities
over Vr without parameters, and the consequence is representable as a linear
inequality over V1 whose coefficients are linear expressions over Pr. We will later
observe that this is the case for all the cases. Therefore if we collect all the
conditions for the parameters so that t, is a vy-scaled submartingale, then we
obtain a formula that is a conjunction of formulas of the following form:

(01 >10A - ADE>0) = ¢>0 (6.4)

Here >; € {>,>}, 01,...,0) are linear expressions over V1 without parameters,
and ¢ is a formula of the following form:

¢ = P14+ putn +q (6.5)

where each coefficient p; is a linear expression over Pr. For a valuation y :
Pr — R of the parameters, we write x(e) for a linear expression [pi](x)x1+-- -+

[pn] OO Tn + [gn] (X0)-

We write down all the concrete constructions of such formulas for a record.

Definition 6.1.10. Let I' = (L4, L, linit, 74, 7B) be a linear pCFG, J and € be
linear predicate maps, and v € [0,1). Let L = Lg + Lp and {x1,...,z,} = V1.
We write Fml™ for the set of formulas of a form as in (6.4). Without loss of
generality, for each [ € L, let

~ Il ! !
) = <(a1,1 >710and --- and B 0) or ---

l l l l
or (ole’1 > N1 Oand --- and aNl’Mlel DNZ»val O)); and
T() = ((5%,1 >/1l71 Oand --- and ﬁiM{l DlllvM{z 0) or ---

! 1l l n
or (BN,,’1 >nnq 0 and --- and fBN'l,M]/@l DN’Z,M;\ZZ 0))

where !

i) Dé{j € {>,>} and a;k and ﬁf are linear expressions for each [.
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For each | € L, we define A}, A} C Fml™ as follows. Firstly, A’ is defined by:

!
All::{/\(aﬁ7jl>i-7j0):>(( )z + -+ (—ab)a, + (1-11) > 0) )1<Z<Nl}
j=1

Moreover, Al is defined as follows.

o If I € Lya, 7a(l) = ({assgn),l'), (assgn) = (xp := (expr)) and (expr) =

rxr1 + -+ rpxy + 17 where rq,...,r,, 7 € R, then

M} M}

N\ (el 0500 A /\(5 ;0)=

j=1 j=1 ‘ z

A, = (v(al +rial) —al)zy + - H= Z./S t .
+ (el + rimraf) - ah iy Sol =Y
+ (yreah, — al)zi + (Y(alyy + reaah) —ajy)Teoa |
[\ -+ (rlal, + raaf) — ap)an + (0 +raj) —8) )

o If I € La, Ta(l) = ({assgn),l'), (assgn) = (z1, := sample((dist))) and the
expectation of (dist) is r € R, then

M! M )
Nah; =t 008 A\ @B e85 0) =
l i=1 j=1 1<i< N,
A= (al = ad)an+ -+ (aly —af e - b L<i < N
+ (Yahyy — @l ))TRo1 + o+ (val, — al)z, >0
L\ + (v +ral) + (yr = b))

e IfleLp, () = ((pbeacpr>,l1,lg) and (pbexpr) = prob(p), then

Ml M )
/\ (aé,j Dé,j 0) A /\( f/,j D;lf,j 0) =
J =1 =1 1<i<N!,
= l l
2 (v(pat + (1 —p)af?) — l)w1+'“ 1<i <N
+ (y(palt + (1 —p)a2) —al)az, | =0
+ (y(pb" + (1 = p)bf2) — v J

o If | € Lp, 78(1) = ({pbezpr),i1,l3), (pbexpr) = (bexpr), [(bexpr)] =
\/521 /\tTi1(5s,t >s:0) and [(bexpr)] = \/flzl /\ji/l (Els,t Dg,t 0) where €4, Eg,t

are linear expressions over Vr, then

M M T, 1<i<N!,

AL j/:\l(aéﬂ- >t O)AJ/\l(Bf sy /:\ €5t st 0) = 1< <N
((vaf —ab)ay + -+ (yali — b + (01 —B)) > 0L <5< 8

" 1ol W Lot X N L<is N,

g ]/:\(ai’j >;; 0) /\j/\l(ﬁl G 0)A t:/\l(fs,t > 0) = 1<i <N

/
((valz — )y + -+ (val2 —al)a, + (302 b)) 0|1 <5< 5
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Proposition 6.1.11. Let t = (allm + o+ abay, + bl) and x : Pr = R. If

leL

VA:VF%R.V<(01 I>10/\"‘/\0kl>k0) = eiZ()) S U(AllUAIQ).
leL
(PN =104 AR](A) 21 0) = [x(e)](N) >0,

then [t ] is a y-scaled submartingale for Ir ;. O

Relax Strict Inequalities
We next relax each formula of a form (6.4) to the following formula.
(01> 0A-- A2 >0) = ¢>0 (6.6)

The same relaxation is done in the algorithm for additive ranking supermartin-
gales in [19, 23].

Obviously, if a valuation x : Pr — R makes (6.6) hold then it also makes (6.4)
hold. Its converse does not necessarily hold, and hence completeness is lost in
general. The following lemma, which is easy to prove but seems new to the best
of our knowledge, presents a sufficient condition for the converse to hold.

Lemma 6.1.12. Assume that [01 > 0A --- Ad, > 0] € R'T is an n-manifold
with a boundary, i.e. each A € [01 > 0A--- A0 > 0] has a neighborhood that is

homeomorphic to an open subset in either R™ or R"™1 x [0,00). Then for each
X:Pr—=Rand A : Vr = R,

(Ae P11 0A - AdL >, 0] = [x(e)](\) 20)
= ()\e[[blzo/\---/\akzO]] = ﬂx(e)]]()\)20>.

Proof. Assume A € [01 >1 0A--- AD; 5 0] = e(x)(A) > 0. It suffices to prove
that for each A € [01 > 0A -+~ A > 0]\ [01 1 0A--- At > 0] and € > 0 we
have [x(e)[(A) > —e.

By the assumption that [o; > 0 A --- A D, > 0] is an n-manifold with a
boundary, for each § > 0 there exists X' € [01 >1 0 A -+ A D >k 0] such that
A — N|| < 6. Moreover, by the continuity of [x(¢)] : R — R, there exists
d > 0 such that for each X € [01 >1 0 A -+ Ady > 0], if [[A — N[ < ¢ then
110 — [V < e. Hence we have:

e()(N) > e(x)(N) —e > —¢. O

Reduce to LP problem
Using matrices, we can express a formula of a form (6.6) as follows:
Ve eR" Az <b = clz <d. (6.7)

Here A € R™*" is a matrix and b € R™ is a column vector whose elements are
real numbers, and c is a column vector and d is a scalar whose elements are linear
expressions over Pr. Recall that our goal is to find a valuation x : Pr — R that
makes (6.7) hold.

In [19], it was translated to an LP problem. We explain the translation. We
first observe that the following is obviously a sufficient condition for (6.7):

Ve e R". Jy e R™. Iz e R. (d—c'z) = z+y’ (b—Az) Ay >0Az>0. (6.8)
A natural question would be about the completeness of the above reduction. The

following theorem partially answers the question.
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Theorem 6.1.13 (affine form of Farkas lemma, see e.g. [94, Corollary 7.1h]). If
{x € R" | Az < b} is nonempty, then (6.7) implies (6.8). O

By comparing the coefficients on both sides of (6.8), we can see that it is
equivalent to the following:

JyeR™ ATy=cAbly>dAy>0. (6.9)

Hence if we find a valuation Pr — R and a vector y € R™ satisfying (6.9) then
(6.7) is satisfied. As parameters in Pr do not appear in A or b, (in)equalities in
(6.9) are linear with respect to y and parameters in Pp. Hence the satisfiability
problem is efficiently solvable using an LP solver.

Recall that we wish to maximize the probability bound [[t,](linit, Ainit) given
by the synthesized ~-scaled submartingale. We can achieve this task by setting
[ty ] (linit, Ainit), which is a linear expression over the parameters, to the objective
function of the LP problem.

To summarize, the linear template-based algorithm is as follows:

Algorithm 0 Turn the axioms of v-scaled submartingale for the pCFG into a
conjunction of formulas of a form (6.7). For each of the formulas, fix a vector
y consisting of new parameters, and collect linear equalities as in (6.9) for all of
such formulas. We then ask the LP solver to maximize [t,](linit, Ainit) under the
collected conditions.

6.1.4 Implementation

We have implemented the algorithm described in the previous section.

So that we can designate an invariant and a terminal configuration, we have
augmented the syntax of LPPs in Definition 6.1.1 with two components {(expr)}
and [(ezpr)]. Concretely, we replaced (6.2) in Definition 6.1.1 with the following.

(stmt) ::= (stmt);(stmt) | (assgn) | skip | while (pbezpr) do (stmt) od
| if (pbexpr) then (stmt) else (stmt) fi| {(expr)} | [(expr)]

A statement {(expr)} assigns the expression L ox =1
he 1 . . ¢ . . . 2 {0 <= x}
(expr) to the location just after it as an invari- 3 while x> 0 do
ant. A statement [(expr)] assigns (ezpr) to the 4 {1<=x}
location just after it as a terminal configuration. 2 'f{frZi(g}”‘) then
An example of input is shown on the right. It 7 x = x + 1
implements a simple unbounded random walk. 8 else
. . 9 {1 <= x}

We have implemented the algorithm by mod- 10 X o= x — 1
ifying an existing implementation. Nonnegative 11 fi;
repulsing supermartingale is a ranking function- g 0d~;{0 <=

like notion for PTSs introduced in [102]. We can 14 {x <= 0} [true]
use it for overapproximating reachability probabilities of PTSs.

Definition 6.1.14 (nonnegative repulsing supermartingale). Let . =
((X, S"X)jﬁ,Acc) be a PTS. A nonnegative repulsing supermartingale for 7 is
a measurable function b: X — [0, oo] that satisfies the following condition:

Vr € X \ Acc. b(z) > / b(z")dé(z)  and Vo € Acc. b(z) > 1.
r’'eX

123



Theorem 6.1.15 ([102]). Let b: X — [0,00] be a nonnegative repulsing su-
permartingale for a PTS 7 = ((X,gx),é,ACC). Then for each x € X,
Reachz(z) > b(z) . O

As we can see, the definition of nonnegative repulsing supermartingale is
very similar to those of y-scaled submartingale (Definition 5.5.11) and ranking
supermartingale (Definition 6.0.1). As we have done in the previous section,
in [102], a linear (and polynomial) template-based synthesis algorithm for finding
a nonnegative repulsing supermartingale is given by modifying the algorithm
for ranking supermartingales in [19, 21]. In [102], an implementation of the
algorithm, which is written in OCaml, was also given.

By modifying the implementation in [102], we have implemented a program
that takes an LPP and v € [0,1) as inputs and outputs an LP problem as is
described in the previous section. If we feed the output to an LP solver, then its
optimal solution p € [0, 1] satisfies p < Reach & (linit, 6)

Note that our program assumes that the initial valuation is 0. This is not
a restriction because we can fix the initial valuation by inserting an assignment
instruction to the beginning of the LPP.

6.1.5 Experiments I: Probabilistic Programs in the Literature

As described in the previous section, our implementation outputs input to an LP
solver. We have used glpk [40] (version 4.63) as an LP solver. The experiments
were conducted on a MacBook Pro laptop with a Core i5 processor (2.6 GHz, 2
cores) and 16 GB RAM.

We first tested our implementation for the following probabilistic programs.

1. (bounded random walk) A simple bounded random walk (it is sometimes
called gambler’s ruin problem [7]). A pebble is at a position x = n first.
In each turn, it moves to the right with a probability p and moves to the
left with the remaining probability. If the pebble reaches x = 0 then the
program terminates, and if it reaches x = 100 the program diverges. The
code is shown in Figure 6.1. The true termination probability is (1 —

(125)197) /(1= (125)') if p # 0.5 and 1 —n/100 if p = 0.5 (see e.g. [7]).

2. (room temperature) A model of an air-conditioning control system for
two adjacent rooms. A similar model is used in [20]. Each room exchange
heat with the other room and the open air. An air conditioner is installed
to each room, and it tries to keep the temperature of the room to 19.5°C.
The room temperatures perturb following a uniform distribution. We are
interested in the probability where the temperatures of the rooms go out of
specified ranges until 100 seconds. The code is in Figure 6.2. It is parame-
terized by a constant C' that determines the magnitude of the perturbations.

3. (simple pendulum) An approximated model of a pendulum. A similar
model is used in [100]. It perturbs following a uniform distribution. We
wish to know the probability where the position of the weight goes out of a
specified range in 100 seconds. The code is in Figure 6.3. It is parameterized
by constants C' and D that determine the magnitude of the perturbations.

The results are in Table 6.1. We let v = 0.999. The first column shows the
input probabilistic program (the numbers correspond to the above enumeration)
and the values of constants. The next two columns show the results: the total
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[ [ param. [ time (s) [ bound [ true prob. |

1 x = n; 1| n=89 | 0023638 | >090a37 | 1 3ET
2 { 1 <= X and x <= 99 } n =90 1 — 2.8680
3 while 0 <= x do p=0.1 | 0021892 | =0.10757 | = {1
4 { 1<=x and x <= 99 } n=10 2.8680
5  if prob(p) then p=09 | 0018067 ) =0 % 1010
6 { 1<=x and x <= 99 } NZ0% || 0018341 >0 0.5
7 = 1 B
LTt 7 C=1 0.047402 >0 —
C=10 || 0.049987 | = 0.75037 —

9 1 <= d x <= 99 z
10 i _:<X e < } C=20 || 0.053965 | > 0.93285 —
T C=100 || 0.071837 | > 0.95676 —
12 { 0<=x and x <= 100 } 3| §Z 0901 0.028786 >0 —
13 while x >= 100 do C=_1
14 { 100 <= x } 5271 0.027086 >0 —
L S=ob | 0025237 | >0 —
17 od; SZos || 0.025537 >0 —
18 { x< 0 } [ true ]

Figure 6.1: code for 1 Table 6.1: experimental results for the

linear template-based algorithm

time consumed to translate an LPP to an LP problem and calculate a probabil-
ity bound using glpk, and the calculated probability bounds. As we can easily
calculate the true termination probabilities for 1, they are also shown.

For 1 (bounded random walk), a nontrivial probability bound was given when
the true reachability probability is close to 1. For 2 (room temperature), a non-
trivial bound was given when the perturbation is large (i.e. when the reachability
probability is large). These two examples show that the probability bound given
by a linear y-scaled submartingale increases discontinuously as the true reacha-
bility increases.

For 3 (simple pendulum), our algorithm could not give any nontrivial prob-
ability bound. This would be because of the shape of the function of the true
probabilities. In the code in Figure 6.3, the probability to reach the terminal
configuration within 100 seconds is 1 at positions thetal = 0.01 and —0.01, and
it takes the minimum value at thetal = 0. This means that the function giving
the true probabilities is U-shaped, and this might make it hard to approximate
it with a linear function.

6.1.6 Experiments II: Comparison with Existing Work

Compared to those for proving almost-sure termination, the number of algorithms
for underapproximating the termination probability is limited. One of them is
in [23]. In this section, we compare it with our algorithm.

We first briefly explain the theory and the algorithm in [23]. The key notions
are repulsing supermartingale and stochastic invariant. The former is a new rank-
ing function-like notion that can over-approximate the reachability probability.

Definition 6.1.16 ([23], repulsing supermartingale). Let .7 = ((X, §x), &, Acc)
be a PTS such that Fx is a Borel o-algebra with respect to a topology Ox over
X. A repulsing supermartingale for .7 is a measurable function b: X — RU{oo}
that satisfies the following condition:

V€ X \ Acc. b(xz) > / b(z')dé(x) +1 and Vz € Acc. b(z) > 0.
r’'eX

For k > 0, we say that b has k-bounded differences (with respect to Ox) if

Vz € X.Vz' € supp(&(x)). |b(z) — b(2')] < k.
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x0 := 6; x1 := 18; x2 := 19; t := O0;

{ x0 = 6 and 17 <= x1 and x1 <= 22 and 16 <= x2 and x2 <= 23 and 0 <=t
and t <= 101 }

while t <= 100 do

{ x0 = 6 and 17 <= x1 and x1 <= 22 and 16 <= x2 and x2 <= 23 and
0 <=t and t <= 100 }

controllerl := 19.5 — x1;

{ x0 = 6 and 17 <= x1 and x1 <= 22 and 16 <= x2 and x2 <= 23 and
—2.5 <= controllerl and controllerl <= 2.5 and 0 <=t and t <= 100 }

controller2 := 19.5 — x2;

{ x0 = 6 and 17 <= x1 and x1 <= 22 and 16 <= x2 and x2 <= 23 and
—2.5 <= controllerl and controllerl <= 2.5 and —3.5 <= controller2
and controller2 <= 3.5 and 0 <=t and t <= 100 }

noisel := Unif(—-1,C);

{ x0 = 6 and 17 <= x1 and x1 <= 22 and 16 <= x2 and x2 <= 23 and
—2.5 <= controllerl and controllerl <= 2.5 and —3.5 <= controller2
and controller2 <= 3.5 and —1 <= noisel and noisel <= C and 0 <=t
and t <= 100 }

noise2 := Unif(-C,1);

{ x0 = 6 and 17 <= x1 and x1 <= 22 and 16 <= x2 and x2 <= 23 and
—2.5 <= controllerl and controllerl <= 2.5 and —3.5 <= controller2
and controller2 <= 3.5 and —1 <= noisel and noisel <= C and
—C <= noise2 and noise2 <=1 and 0 <=t and t <= 100 }

x1 = x1 + 0.0375 % x0 — 0.0375 *x x1 4+ 0.0625 * x2 — 0.0625 x x1

+ 0.5 * controllerl + noisel;

{ x0 = 6 and 16 <= x1 and x1 <= 224C and 16 <= x2 and x2 <= 23 and
—3.5 <= controller2 and controller2 <= 3.5 and —C <= noise2 and
noise2 <=1 and 0 <=t and t <= 100 }

x2 = x2 4+ 0.025 *x x0 — 0.025 * x2 + 0.0625 % x1 — 0.0625 =x x2

+ 0.5 % controller2 + noise?2;

{ x0 = 6 and 16 <= x1 and x1 <= 22+C and 16—C <= x2 and
x2 <= 23+41.0625%xC and 0 <=t and t <= 100 }

t =t + 1;

{ x0 = 6 and 16 <= x1 and x1 <= 224C and 16—C <= x2 and
x2 <= 23+41.0625%xC and 0 <=t and t <= 101 }

[ x1 < 17 or x1 > 22 or x2 < 16 or x2 > 23 ]

skip

od

Figure 6.2: code for 2

thetal := O0; dt_theta := 0; t = 0;
{ —0.01 + 0.01 * dt_-theta <= thetal and thetal <= 0.01 + 0.01 x dt_theta
and —24+C <= dt_theta and dt_theta <= 24D and 0 <=t and t <= 100.01 }
[ thetal > 0.01 or thetal < —0.01 ]
while t <= 100 do
{ —0.01 <= thetal and thetal <= 0.01 and —2 <= dt_theta and
dt_theta <= 2 and 0 <=t and t <= 100 }
wl := Unif (C,D);
{ —0.01 <= thetal and thetal <= 0.01 and —2 <= dt_theta and
dt_theta <= 2 and C <= wl and wl <=D and 0 <=t and t <= 100 }
dt_theta := dt_theta — 0.1 % thetal + wl;
{ —0.01 <= thetal and thetal <= 0.01 and —24+C <= dt_theta and
dt_theta <= 2+D and 0 <=t and t <= 100 }
thetal := thetal + 0.01 * dt_theta;
{ —0.01 + 0.01 % dt_theta <= thetal and
thetal <= 0.01 + 0.01 x dt_theta and —24C <= dt_theta and
dt_theta <= 24D and 0 <=t and t <= 100 }
t ;= t + 0.01
od

Figure 6.3: code for 3
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Here supp({(z)) € X denotes the support of £(z), i.e. supp(§(z)) = {2/ € X |
VO € Ox. 2’ € O = {(x)(0) > 0} .

Theorem 6.1.17 ([23]). Let b: X — R U {oo} be a repulsing supermartingale
having k-bounded differences for a PTS = ((X, SX),g,Acc) as in Defini-
tion 6.1.16.

1. For each x € X,

b() (6_ 2<~J1r1)2 )(‘b(§>‘1
Reachz(z) < e+)? . : (6.10)
1— (6_ 2(;»;-»-1)2)
2. For each x € X, b(z) < o0 = Reachz(z) <1. O

In [23], it is shown that we can under-approximate a reachability probability
by over-approximating a reachability probability to some set of states and then
synthesizing a ranking supermartingale (Definition 6.0.1). The main idea is to
find a stochastic invariant.

Definition 6.1.18 (stochastic invariant). Let .7 = ((X,§x),&, Acc) be a PTS.
A stochastic invariant is a pair (PI,p) of PI C X and p € [0,1] such that
Reachz(z, X \ PI) < p. We call a pure invariant for an invariant in Defini-
tion 6.1.5 for distinction.

Note that we can prove that a given pair (PI,p) is a stochastic invariant by
overapproximating the reachability probability to X \ PI.

Using stochastic invariants, we can under-approximate reachability probabil-
ities as follows.

Theorem 6.1.19 ([23]). Let 7 = ((X,Fx),& Acc) be a PTS, and (Pl,p1),
.oy (PIy, pp) be stochastic invariants. Let b: X — [0,00] be a ranking super-
martingale supported by P11 NP1y, i.e. it satisfies b(z) > [ . b(z")dE(z)+1

for each x € (PIy N---N PI,) \ Acc. Then for each x € X, Reachz(z) >
1= O]

Using the above results, the following algorithms are given in [23].

Algorithm A For a given linear pCFG T, a linear pure invariant J and linear
predicate maps ¥ and 7', it computes p € [0, 1] that makes ([J'],p) a stochastic
invariant over J1 5 1.

Algorithm B For a given linear pCFG T', a linear pure invariant J and a linear
predicate map T, it computes a linear predicate map J’' and p € [0, 1] such that
([3'],p) is a stochastic invariant over I ;..

Algorithm A computes p by synthesizing a repulsing supermartingale for the
inputs. The synthesis can be done in a very similar manner to the standard
synthesis algorithm for ranking supermartingales, from which our algorithms are
also adapted. While our algorithm tries to maximize the probability bound,
Algorithm A tries to minimize the probability bound. However, as a repulsing
supermartingale is parameterized by x (see Definition 6.1.16), unlike our setting,
the probability bound given by a repulsing supermartingale (6.10) is not linear
nor polynomial with respect to the parameters in the template and k. Hence
we cannot naively set it to the objective function of an LP solver. In [23] the
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following heuristics is used: we first synthesize a repulsing supermartingale so that
K is minimized (we let kpin be the calculated ). Then for each k € {Kmin, Kmin +
1,..., Kmin + N}, we synthesize a repulsing supermartingale so that M is
minimized, and then take the minimum probability bound among them. They
let N = 1000 in [23].

Algorithm B is more complicated. It fixes a template for a ranking super-
martingale, a repulsing supermartingale and a stochastic invariant. Then it re-
duces the axioms of ranking supermartingale and repulsing supermartingale to
inequalities over the parameters in the templates. Unlike Algorithm A, the re-
sulting inequalities are not necessarily linear but quadratic in general. However,
they are solvable as the first order theories of real numbers are decidable [104].

Unfortunately, no implementation of Algorithm B was accessible for us and it
seems hard to implement, while an implementation of Algorithm A can be easily
obtained by modifying our implementation for y-scaled submartingale. More-
over, in [23] experiments were conducted only for Algorithm A, and only the
resulting probability bounds are presented as experimental results. Hence we
decided to compare our and their algorithms as follows: we first implemented the
algorithm in [23] by modifying our implementation. In [23], their implementa-
tion of Algorithm A is tested for three probabilistic programs equipped with pure
and stochastic invariants such that a ranking supermartingale supported by the
stochastic invariant exists. For each combination of a probabilistic program (it
induces a pCFG T, an invariant J and a terminal configuration ¥) and a stochas-
tic invariant J’, we have compared: i) 1 — p, where p € [0, 1] is calculated by our
implementation of Algorithm A so that it makes ([J'],p) a stochastic invariant
over Jr5.; and ii) an underapproximation of the termination probability calcu-
lated by a 0.999-scaled submartingale. We have not compared time consumption
as the efficiency of Algorithm B would depend on the way to solve the quadratic
inequalities, that is not explicitly specified in [23].

The probabilistic programs and their stochastic invariants used in [23] are
shown in Figures 6.4-6.6. The programs model variants of 1D, 2D, and 3D ran-
dom walks respectively. Stochastic invariants are represented as /--- /. We have
modified some pure invariants in the probabilistic programs in [23] because our
implementation of Algorithm A could not find a repulsing supermartingale for the
original probabilistic programs. The probabilistic programs are parameterized,
and in [23] experiments were conducted for three combinations of parameters for
each.

We have also tested the algorithm in [23] and our algorithm for the bounded
random walk in Figure 6.1 by fixing a seemingly reasonable stochastic invariant
J’. Concretely, the stochastic invariant J’' assigns x >= 99.5 to line 13, and true
to the other locations.

The experimental results are shown in Table 6.2. A term “> 0” means that a
repulsing supermartingale failed to give a probability bound but it proved that it
terminates in a positive probability using Theorem 6.1.17.2. A term “infeasible”
in the last row means that no repulsing supermartingale was found.

For all the probabilistic programs used in [23], the algorithm in [23] gave
tighter probability bounds than ours. In contrast, for a bounded random walk,
our algorithm gave better bounds for some parameters.
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1 x := 400; y := 50;
2 {0<=y }
L . 3 while 1 <=y do
> 1 52%) t{1<y)
. 5 if prob(0.5) then
3 wh{llg X >= ;J do 6 {1<=y }
4 <= X )
5 if x <= 1000.5 then ; (1 <'i p";b(o'”) then
6 { 0 <= x and x <= 1000 } 9 xy'— X 41
7 if prob(0.5) then 10 eIse._
8 { 0 <= x and x <= 1000 } 1 {1<=y}
9 X = ox =2 12 x = x — 1
10 else 13 fi
11 { 0 <= x and x <= 1000 } 14 else
}g fix._x-i-l 15 {1<=y}
14 else 16 if prob(0.75) then
15 { 1001 <= x } T {1<=vy}
N 18 y =y —1
16 if prob(0.5) then 19 else
17 { 1001 <= x } 0 {1-=y)
18 x = x —1 o1 y o=y + 1
19 else 99 fi
20 { 1001 <= x } 23 fi -
;; fix._x+2 24 {0<=xand 0<=y } / x<1]/
23 fi 25 while x <= 0 do
. 26 { x<=0and 0 <=1y }
24  od; 97 < — 0
25 { x<= -1} [ true ] 28 od '
. . 29 od;
Figure 6.4: 1D random walk 5 {1<=xandy<=01} [ true |
Figure 6.5: 2D random walk
1 x = 300; y := 100; z := 150;
2 {-1<=x and -1<=y and -1<=12z } / x +y + z > 1000 /
3 while 0 <= x and 0 <=y and
4 0 <= z do
5 { 0<=xand 0<=y and 0<= 1z } if prob(0.9) then
6 { 0<=xand O0<=y and 0<= 1z } if prob(0.5) then
7 { 0<=xand 0<=y and 0<= 2z } x 1= x — 1;
8 { -l1<=xand O0<=y and 0<= 1z } y =y —1
9 else
10 { 0<=xand 0<=y and 0<=12z } z =z -1
11 fi
12 else
13 { 0<=xand O0<=y and 0<= 12z } if prob(0.5) then
14 { 0<=xand 0<=y and 0<=12z } x = x + 0.1;
15 {0.1 <=x and O0<=y and 0<= 1z } y =y + 0.2
16 else
17 { 0<=xand O0<=y and 0<=12z } z =2z + 0.1
18 fi
19 fi
20 od;
21 { x<=-1and y <= -1 and z <= -1} [ true ]

Figure 6.6: 3D random walk

6.2 Polynomial Template-Based Algorithm

The experimental result and the discussion for a probabilistic program modeling a
pendulum in Section 6.1.5 encourages us to fix a more complicated template for a
~-scaled submartingale. In this section, we focus on a polynomial template-based
synthesis of y-scaled submartingales.

A polynomial template-based synthesis algorithm for ranking supermartin-
gales is found in [21]. We have adapted the algorithm for our setting again, and
implemented it. However, to get straight to the result, our implementation did
not work well, possibly because of numerical errors. We made an attempt to
remedy the situation, but it also failed. We still present them for record.
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’ \ param. H algorithm in [23] \ our algorithm \ true prob.

Fig. 6.4 | . =10 >1—5.2959 x 10~1° > 0.90347 —
xz =50 >1—1.25427 x 10~ 14 > 0.58836 —
x =100 >1—1.8083 x 10~13 > 0.19448 —
Fig. 6.5 | x,y = 1000, 10 >1—1.7674 x 10~16 >0 —
X,y = 500, 40 >1-1.2930 x 10~6 > 5.9952 x 10715 —
x,y = 400, 50 >1—1.4439 x 10~4 >0 —

Fig. 6.6 | x,y,z= 100,100,100 || >1—1.91158 x 1070 | > 6.5725 x 1014 —

x,y,z = 100, 150, 200 >1—1.5420 x 1075% | > 3.2085 x 10~ 14 —

x,y,z = 300, 100, 150 >1—2.1891 x 10—+ >0 —

Fig. 6.1 | n,p=10,0.1 > 0.010200 > 0.90437 1—1.3127 x 10786
n,p=90,0.1 >0 > 0.10757 1—2.8680 x 10~10
n,p = 10,0.9 >0 >0 2.8680 x 10~ 10
n,p=>50,0.5 infeasible >0 0.5

Table 6.2: comparison with the algorithm in [23]

6.2.1 Syntax of Probabilistic Programs

If we use a polynomial template, we can deal with programs including polynomial
expressions.

Definition 6.2.1 (polynomial probabilistic program). A polynomial probabilistic
program (PPP) is defined in almost the same way as Definition 6.1.1 except that:
i) line (6.3) in Definition 6.1.1 is replaced by:

(expry = (const) | (pvar) | (expr) - (expr) | (expr) + (expr) | (expr) — (expr)
and the (T) in Definition 6.1.1 is replaced by the following:

(1’) for each probability measure d appearing in (prog) and each n € N, an
algorithm that calculates the n-th moment of d is given.

We write {{stmt}}poly, {{assgn}}poly, {{expr}}poly, ete... for the sets of formulas
defined by this new BNF notation. We call an element in {{ expr }} 501y a polynomial
exXPTeSSILon.

We define V- and notions of location, valuation and configuration as in Defini-
tion 6.1.1. We define [(expr)] : RY — R and [b] € RY in the standard manners.

6.2.2 Problem

A polynomial probabilistic control flow graph is defined in the same manner as
Definition 6.1.2, except that {{assgn}}in and {{pbexpr}}in in the third bullet
of Definition 6.1.2 are replaced by {{assgn}}poly and {{pbexpr}}pol, respectively.
Moreover, a polynomial pCFG induced by a PPP, a polynomial predicate map
p:La+ L — {{expr}}poly, a polynomial invariant 3 : Ly + Lp — {{expr}}poly
for a polynomial pCFG, and a PTS 1 5+ induced by a polynomial pCFG, a
polynomial invariant and a polynomial predicate map are all defined in the same
way as Definitions 6.1.3-6.1.6.
We can now state the problem as follows.

Problem 6.2.2. input:  a polynomial pCFG I' = (L a, LB, linit, Ta, TB)
an initial valuation A : Vo & R

a polynomial invariant J for a pCFG T’

a polynomial predicate map ¥ for a pCFG I'

output: p € R such that p < Reachyr’jx(linit, Ainit )
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6.2.3 Algorithm

The algorithm is adapted from the existing one for ranking supermartingales
in [21]. Throughout this section, let I' = (L4, Lp, linit, 74, 78) be a polynomial
pCFG, L = La+ Lp and {z1,...,2,} = Vp. Let 3 : L — {{expr}}poy be a
polynomial invariant and ¥ : L — {{expr}}poly be a polynomial predicate map,
and assume that an initial valuation Apit € [I(linie)](C R'T) is given.

The algorithm is similar to the linear template-based one.

Fix a Template

In this case, a template has a polynomial shape.
Definition 6.2.3 (polynomial expression map and polynomial template).

e A polynomial expression map for I' is a function § : L — {{expr}}poy. We
define [f] : L x R — R as in Definition 6.1.8.

o Let d € N. We write M <y for the set of monomials over Vi whose degrees
are no greater than d, i.e.

d dn
Mcq = {3711 ey

dl,...,dnzo,d1+---+dngd}.

A polynomial template over T is a family t = (t(l)) of formulas of a form

leL
t() = e, al h. Here each al, is a new variable called a parameter. We
write Pr for the set of all parameters. For a valuation x : Pr — R of param-

eters, we write t, for a polynomial expression map [ — [[; Mey X(aﬁl)h.

Similarly to the linear case, we wish to synthesize x : Pr — R that makes
t, a “y-scaled submartingale” in the sense that [[tX]”HzeL[[j(l)ﬂ is a y-scaled sub-
martingale, and maximizes [t,](linit, Ainit) € R.

Collect Conditions for Parameters

We reduce the axioms of y-scaled submartingales to conditions on the parameters.
In a similar manner to the linear case, we can reduce the axioms to a conjunc-

tion of formulas of a form as in (6.4), but in the current setting, 91,...,0; are
polynomial expressions over V. Moreover, ¢ has a form
D oheMogPhh (6.11)

where each coefficient pj, is a linear expression over Pr. We will write x(e) for a
polynomial expression >, v, [pa] - P

The reduction is similar to Definition 6.1.10, so we do not write down all the
concrete constructions. The most non-trivial case would be the one of probabilis-
tic assignment. If{ € L, 74(l) = ((assgn),l'), (assgn) = (z), := sample((dist)))
and the t-th moment of (dist) is 7 € R for each ¢ € N, a set of formulas that is
analogous to A} in Definition 6.1.10 is given as follows:

l 7l
M; M;
I l n
N =008 NG5, 0) =
j=1 j=1
5 d‘“li'*d;) l 1<i< N,
Y a dy_q db dy Tq, — Qp, h .
hezdl.. . gd d’ =0 wf e b T 1<i' < N"
=z, -z n k=
EM<4,d=0 > 0
D Y
h=z{1-zir €M g,d 70 )
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Relax Strict Inequalities

As in the linear case, we then relax the strict inequalities and obtain a conjunction
of formulas of a form (6.6), where 01,...,0;,¢ are polynomial. An analogous
statement to Lemma 6.1.12 holds.

Reduce to SDP problem

In the linear case, we reduced a conjunction of formulas of a form (6.6) to an
LP problem using the Farkas lemma. In the polynomial case, we reduce it to a
semidefinite programming (SDP) problem using a theorem called Positivstellen-
satz.

There exist several variants for Positivstellensatz. In [21] three of them,
Schmiidgen’s Positivstellensatz, Putinar’s Positivstellensatz and Handelman’s
Positivstellensatz, were used for the synthesis of ranking supermartingales. They
induce different algorithms from each other. In this thesis, we use the former
two. Use of Handelman’s Positivstellensatz is left as future work.

We now sketch the reduction to an SDP problem following [21]. Here the
notion of sum of square is important.

Definition 6.2.4 (SOS). A polynomial expression h over Vp is sum of square

(SOS) if it has a form h = >_;_; i? where each i; is a polynomial expression.

We write SOS(Vr) for the set of SOS polynomial expressions over V.
We can easily see that if b is SOS then [H](A) > 0 for each A : Vi — R. Hence
for each xy : Pr > R and A : V — R, we have

AEo1 =0A--- A >0] = [x(e)J(A) >0 (6.12)
if either of the following conditions is satisfied:
3(0: € SOS(VE)), 1 py- €= Do+ D bidi, or (6.13)
1e{1,....k}
k
IO €SOSV))y wcon ¢ = Do D [[9F7- (6.14)
wi,...,wr€{0,1} i=1

Recall that in the linear case, completeness was partially ensured by the Farkas
lemma. In the polynomial case, the role is played by Positivstellensatz’s.

Theorem 6.2.5 (Positivstellensatz’s).

1. (Putinar, [87]) If [0; > 0] is compact for some i, then A € [01 > OA---Ady >

0] = [x(e)J(A) > 0 implies (6.13).
2. (Schmiidgen, [93]) If [01 > OA -+ AD > 0] is compact, then X\ € [o1 >
0N~ A >0] = [x(e)](N) > 0 implies (6.14). O

Reducing positivity to sum-of-square is useful in implementation as the con-
dition that a polynomial is SOS is representable using positive semidefiniteness.

Proposition 6.2.6 (see e.g. [54]). Let b be a polynomial expression whose degree
1s no greater than 2m. The following are equivalent.

o §y is SOS.

e There exists a positive semidefinite matric A € RMsm*M<m gych that
h= ygmAySm, where Y<,, s a vector whose components consist of all the
elements of M<p,. O

Hence we can obtain the following two algorithms that synthesize x : Pr — R
so that t, is a 7-scaled submartingale.
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Algorithm 1 Turn the pCFG to a conjunction of formulas of a form (6.12). Fix
a maximum degree m € N for SOS polynomial expressions. For each a formula
of a form (6.12), fix a set U := {as;; |t € {0,1,...,k},1 <i < | My, 1 <5<
|M<|} of new parameters, and collect linear equalities over PrUU by comparing
coefficients of an equality ¢ = yl Aoy, + Zte{l,...,k:} yl Ay, - dy, where Ay is
a [Mcpm| X [Mc<y,|-matrix whose (4, j)-element is oy, ;. We then ask the SDP
solver to maximize [t,](linit, Ainit) under the collected conditions, assuming that
each Al is positive semidefinite.

Algorithm 2 Turn the pCFG to a conjunction of formulas of a form (6.12). Fix
a maximum degree m € N for SOS polynomial expressions. For each a formula
of a form (6.12), fix a set U := {ay,; | w € {0,1}%,1 < i < [Mcg|,1 < j <
|M<i|} of new parameters, and collect linear equalities over PrUU by comparing
coefficients of an equality e = 3_, ., ., cf0.1}% yl Ayym - H?:l 0;@'7 where A,
is a M| X [M<p,|-matrix whose (4, j)-element is o, ; j. We then ask the SDP
solver to maximize [t ](linit, Ainit) under the collected conditions, assuming that
each Al is positive semidefinite.

These two algorithms have weak points and strong points.

A weak point of Algorithm 1 would be that the condition where the corre-
sponding Positivstellensatz holds is weaker (see Theorem 6.2.5). Note that (6.13)
is a special case of (6.14). Hence Algorithm 2 always gives tighter bound for the
reachability probability than Algorithm 1.

A weak point of Algorithm 2 would be that the size of a family
(hwl"“?wk)w1,...,wk6{0,1} in (6.14) can be easily large. Note that k is the num-
ber of literals in the premise, and it is mainly determined by an invariant J
and a terminal configuration ¥. For example, suppose that the program has n
variables x1,...,x, all of which are assumed to be in [0,1]. If we naively spec-
ify the assumption as an invariant, then it would result in a conjunction of 2n
inequalities 0 < z1,21 < 1,...,0 < z,, 2, < 1. This means that the family
(bw17“"wk)wl,...,wke{o,l} has a size 22" at least.

To summarize, there is a trade-off between speed and quality.

6.2.4 Improvement of Polynomial Template-based Algorithm

The last section was almost a review of existing algorithms for ranking super-
martingale. In this section, we give new results: we will present an improvement
of the algorithms that is peculiar to ~-scaled submartingale.

In the algorithms given in the previous sections, v was regarded as a constant
and the user was required to provide it to the algorithm. As we have discussed in
Section 5.5.2, the bigger value we fix v to, the better bound we can obtain. We
cannot fix v to 1, but it is allowed to let v — 1 after symbolically synthesizing a
~v-scaled submartingale. This observation encourages us to modify the polynomial
template-based algorithm so that it regards 7 as a variable (such as x € V) that
ranges over [Ymin, 1) for some vy, < 1. Note that this is difficult in the linear
case because the resulting inequalities are no longer linear.

The synthesized v-scaled submartingale is a polynomial function and hence
continuous. Therefore letting v— 1 is equivalent to letting v = 1. We can achieve
this task by defining the initial valuation Aiit : Vi U{y} — R so that Ainit(7) = 1.

To summarize, we can modify the polynomial template-based algorithm in
the previous section as follows:

e We add ~ to Vr.
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e When collecting conditions on parameters, we regard - as a variable instead
of a constant. Moreover, we add Vpin < v and v < 1 to the premises of
collected formulas of the form (6.6).

e update the initial valuation At so that A () = 1.

We can easily see that the probability bound calculated by the above new
algorithm is no worse than the bound calculated by the algorithm in the previous
section letting v = ~in. However, we should also note that this modification
increases the number of variables and hence can slow down the algorithm: we
can again see a speed-quality trade-off.

6.2.5 Implementation

Similarly to the linear case, we have augmented the syntax of PPPs so that we can
designate an invariant and a terminal configuration. In the polynomial case, they
are allowed to be polynomial expressions. By modifying an implementation of a
polynomial template-based algorithm for nonnegative repulsing supermartingales
in [102], we have obtained a program that executes one of the following tasks
depending on the provided option:

e take a PPP, the maximum degrees of a template and SOS polynomials and
v € [0,1) as inputs, and by constructing a v-scaled submartingale from a
polynomial template, outputs input to MATLAB [79]. If we feed the output
to MATLAB, then it calculates p € [0,1] such that p < Reachs (lini, 0)
using an external SDP solver.

e take a PPP, the maximum degrees of a template and SOS polynomials and
Ymin € [0, 1) as inputs, and by constructing a y-scaled submartingale from a
polynomial template regarding -y as a variable ranging over [ymin, 1], outputs
an input to MATLAB. If we feed the output to MATLAB, it calculates
p € [0,1] such that p < Reach s (linj;,0) using an SDP solver.

We have also made use of a MATLAB toolbox called SOSTOOLS [83] (ver-
sion 3.03) in the implementation. It helps us to turn SOS equalities ((6.13) or
(6.14)) to an SDP problem.

We have modified some codes of SOSTOOLS for the sake of speedup. We
found that SOSTOOLS is very slow in adding a new constraint to a problem,
and one of its reason was a procedure to substitute all the variables in a term
with 0. In the original code, the procedure tries to substitute all the variables
that have been declared so far, but we modified it so that it only substitutes
variables appearing in the input term.

6.2.6 Experiments

We have used SeDuMi [98] (version 1.32) as an SDP solver. The version and the
release number of MATLAB were 9.4.0.813654 (R2018a). The experiments were
conducted on a MacBook Pro laptop with a Core i5 processor (2.6 GHz, 2 cores)
and 16 GB RAM.

We tested our implementation for bounded random walks that were used in
the linear case (Figure 6.1). Recall that we can choose: i) a Positivstellensatz
between Putinar’s one or Schmiidgen’s one, and ii) how to deal with + between
regarding it as a constant or regarding it as a variable. Hence we have four choices
in total. We have fixed v and ymin to 0.99, and we fixed the degrees of a template
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Putinar Schmudgen true

~:constant | ~:variable ~:constant | ~:variable prob.
[ param. [[time (s)] bound |[time (s) [ bound [time (s)[ bound | time (s) [ bound
1 B — (1)01 29.650 | > 0.4616 | 133.254 | > 0.9998 | 92.633 | > 0.9866 | 711.143 | > 1.0 1;110‘318%7
n= 801 31.267 >1.0 116.936 >1.0 94.035 >1.0 693.341 | > 1.0 1= 2'§61%0
p=0. x 10
g z %)09 29.745 | > 0.7389 | 105.798 | > 0.9999 | 92.046 | > 0.9998 | 730.187 | > 1.0 2*8?8910
g 2 805 28.736 >1.0 108.437 >1.0 96.824 >1.0 799.545 | > 1.0 0.5

Table 6.3: experimental results for the polynomial template-based algorithm

and SOS polynomials to 2. The results are shown in Table 6.3. As in the linear
case, the true termination probabilities are also shown.

We can see that our implementation returns unsound probability bounds for
many cases (they are written with bold letters in the table). It seems that these
incorrect bounds are due to numerical errors caused by the SDP solver. Hence
we cannot use the implementation as it is.

6.2.7 (Failed) Attempt to Remedy the Situation

Although they are very fast, SDP solvers are not suitable for verifications com-
pared to SMT solvers because of numerical errors. Nevertheless, there exist
several studies for using SDP solvers in verifications. One of them is found in a
series of papers by Jansson and his coauthors [62, 64]. The techniques introduced
in those papers resulted in a tool named VSDP [63, 118]. It is a wrapper of exist-
ing SDP solvers, which is written in MATLAB using INTLAB [91]. It processes
an output of an SDP solver and calculates rigorous error bounds of the optimal
value of the objective function.

We have modified SOSTOOLS so that it calls SDP solvers via VSDP, and
tested it for the bounded random walks used in the previous section. However,
it did not work well again: the lower bounds of the termination probabilities
calculated by considering error bounds using VSDP were all —oo, which is trivial.

6.3 Conclusion and Related Work

We have developed algorithms for synthesizing y-scaled submartingales for proba-
bilistic programs following existing synthesis algorithms for ranking supermartin-
gales. We considered two algorithms: linear template-based one and polynomial
template-based one. We have implemented the algorithms and conducted several
experiments. While the linear template-based algorithm exhibited its applica-
bility, the polynomial template-based algorithm did not work well because of
numerical errors.

Related Work We have reviewed a notion of ranking supermartingale in Def-
inition 6.0.1. The ranking supermartingale-based reachability analysis is stud-
ied in [5, 19, 21, 22, 9]. We have shown that distribution-valued ranking func-
tions and y-scaled submartingales satisfy completeness (see Theorem 5.5.8 and
Proposition 5.5.15). It is known that completeness also holds for ranking super-
martingales in the following sense: if a PTS (without nondeterminism) exhibits
strongly almost-sure termination (i.e. the expected number of steps to an accept-
ing state is finite), then there exists an additive ranking supermartingale that
proves it [86, 100].
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In the context of probabilistic systems, the Biichi condition is sometimes called
recurrence property. Similarly, the co-Biichi condition (i.e. accepting states are
visited only finitely many times) is called persistence property. It is known that
ranking supermartingales can be also used for proving almost-sure recurrence or
persistence of probabilistic systems [20].
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Chapter 7

Related Work

We have already reviewed much related work in the chapters so far. Here we
discuss related work that were omitted in individual chapters.

Applications of “Generalize-and-concretize” Framework Throughout
this thesis, we have followed the categorical “generalize-and-concretize” frame-
work. This framework is not new: as we have mentioned in Section 1.2, a con-
ventional notion of forward and backward simulation [74] was categorically gen-
eralized in [43] and concretized for weighted automata in [111]. We shall give two
more examples where we can find this framework.

One of the most popular examples would be bisimulation (see e.g. [12]). As
its name suggests, a bisimulation is understood as a “bidirectional simulation.”
While the existence of a simulation implies behavioral inclusion between transi-
tion systems, that of a bisimulation implies language equivalence. A bisimulation
notion was originally defined for CCS (calculus of communicating systems, a kind
of process algebra) [84, 81], and its variant was defined for various systems includ-
ing nondeterministic automata [71] and (discrete-state) probabilistic transition
systems [73]. A categorical generalization of bisimulation is found in [1], and it
was used in [29] to define a bisimulation notion for continuous-state probabilistic
transition systems. Another categorical generalization of bisimulation is in [51].
A relationship between multiple categorical bisimulation notions is studied in [99].

Another example is Scott domain [97]. A Scott domain is a special poset sat-
isfying certain properties. It is one of the most common domains in domain the-
ory, where the basis for defining denotational semantics for programs are studied.
Studies of categorical generalizations of Scott domain are found in [2, 107, 68, 18|.
In [18], the developed framework is said to constitute a basis for extending do-
main theory for concurrency. In [56], in addition to the possibility of obtaining
a new variant by concretization, several other reasons for generalizing domain
theory are discussed.

Predicate Transformer Semantics We have used different FxX —- FQ
frameworks for categorically characterizing behaviors of systems in Tc = aj{
Chapters 3—4 (Definition 3.3.1) and Chapters 5-6 (Definition 5.2.2). x ____
However, if we focus on the fact that the coalgebra J¢F' : vF -+ FvF in
Definition 3.6.3 is an isomorphism and hence invertible, we can see not only
[uo]e: X — Q in Definition 5.2.2 but also [trP(c),trB(c)]: X -+ vF in Def-
inition 3.3.1 can be characterized as a fixed point of a function ®., (Defini-
tion 2.4.22) for a suitable algebra a.

If we regard an arrow of a type X - vF or X — Q as a (multi-valued)
predicate over X, then ®., can be thought of as a transformer that transforms
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predicates in a backward manner. A technique to define semantics of a program
as such a predicate transformer is known as predicate transformer semantics [77).
Categorical studies of predicate transformer semantics are found in [37, 82, 78, 57].
We can also define semantics of a program as a state transformer, which trans-
forms (a superposition of) states in a forward manner. A categorical relationship
between state- and predicate-transformer semantics is studied in [45, 61].

Various Probabilistic Transition Systems In Chapters 3—4, we have con-
sidered PBTAs whose transition function has a type X — G ][, ., Xn x X" (see
Definition 2.2.12). In Chapters 5-6, we considered PTSs whose transition func-
tion has a type X — GX x {0,1} (see Definition 2.2.26 and Example 2.4.14).
Both of them can be regarded as generative pure probabilistic systems: in each
state, the system randomly chooses a next transition without taking any input.

Of course, there exist many other types of probabilistic transition systems.
For example, a probabilistic system with a transition type X — (GX)* can be
thought of as a reactive probabilistic automaton: in each state, the system takes
an input from the alphabet A, and randomly choose a successor state according to
the input. Another example is a system with a transition function X — PGX. It
can be regarded as a system that exhibits both probabilistic and nondeterministic
branching (such a system is often called Markov decision process, see e.g. [12]).

While the notions that we have induced aim at generative probabilistic sys-
tems, there exist many verification methods aiming at other types of probabilis-
tic systems. In [66] simulation notions are introduced for probabilistic systems.
It is introduced for systems with a transition type X — DX x 2A. A proba-
bilistic bisimulation notion in [73] aims at reactive probabilistic systems. The
notions of ranking supermartingale (Definition 6.0.1) and nonnegative repulsing
supermartingale (Definition 6.1.14) were originally defined for Markov decision
processes. As we have remarked in the footnote of page 116, it is known that
~v-scaled submartingale can be also generalized for Markov decision processes.
A comprehensive study of various types of probabilistic transition systems and
hierarchy between them is found in [13].
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Chapter 8

Conclusion and Future Work

We have categorically generalized notions of fair simulation and ranking function.

For the former, we had to categorically characterize behaviors of Biichi au-
tomata first (Chapter 3). We gave two categorical characterizations—the logical
fixed point-based one and the categorical fized point-based one. They differ in how
to categorically involve the notion of alternating fized point, which is known to
be strongly related to Biichi and parity automata. The logical fixed point-based
characterization regards a homomorphism as a fixed point and considers an alter-
nating fixed point in a homset by assuming an order on the homset. In contrast,
the categorical fixed point-based characterization refers to a well-known analogy
between categories and posets and considers a sort of an alternating fixed point
of a functor. We have proved that the latter characterization induces the former
and hence they can be thought of as essentially the same characterization.

In Chapter 5, using the developed categorical characterization of Biichi au-
tomata, we have categorically generalized fair simulation, a simulation notion for
Biichi automata. We have introduced two categorical fair simulation notions:
one with dividing and one without dividing. The latter is more practical but we
need more axioms than the former does to prove its soundness categorically. We
then concretized them for probabilistic systems. Categorical fair simulation with
dividing resulted in a simulation notion that is sound for general probabilistic
Biichi tree automata while one without dividing produced a notion that is sound
only for finite-state probabilistic Biichi word automata.

For categorically generalizing ranking function, we have used existing char-
acterization for capturing behaviors of systems (Chapter 5). The key in the
generalization was the categorical notion of corecursive algebra. Intuitively, its
role was to merge the least and the greatest fixed points into one unique fixed
point so that a categorical ranking function, which is defined as a post-fixed point
of a certain function, can underapproximate the reachability, which is character-
ized as the least fixed point. We then concretized them for probabilistic systems
and induced several new notions for probabilistic transition systems: distribution-
valued ranking function and y-scaled submartingale.

For v-scaled submartingales, we gave a synthesis algorithm for probabilistic
programs (Chapter 6). We found that existing linear and polynomial template-
based synthesis algorithms in [19, 23, 21] for ranking supermartingales, yet an-
other ranking function-like notion for probabilistic systems, can be easily adapted
for our setting. We have implemented them and tested them for several proba-
bilistic programs. While the linear template-based algorithm achieved a certain
result, the polynomial template-based one did not work seemingly because of
numerical errors.
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Future Work Applying the “generalize-and-concretize” approach used
throughout this thesis for other verification notions is one main possible direc-
tion of future work. One common scenario of the “generalize-and-concretize”
approach is, as we have done in this thesis, to transfer a qualitative existing
method to a quantitative method. Another possible scenario would be to first
unify “seemingly similar” notions in different fields of computer science using
category theory and extend the notions using the categorical characterization.

Here is an example. We have seen that there exists a notion of ranking
function that can be used to prove termination of nondeterministic transition
systems. A seemingly similar notion called Lyapunov function is known for ordi-
nary differential equations (ODEs). We can use a Lyapunov function for proving
the stability of ODEs. If we succeeded in categorically unifying definitions of
ranking function and Lyapunov function, then it might be possible to obtain
counterparts of progress measures (Definition 4.3.7), ranking supermartingales
(Definition 6.0.1) or y-scaled submartingales (Definition 5.5.11) for ODEs.

When we are generalizing or unifying existing notions, the theoretical basis
developed in this thesis in the course of generalization might be helpful. One of
the candidates is the categorical fixed point-based characterization of the par-
ity condition, which was used only for proving the correctness of the logical fixed
point-based characterization. We can aim at investigating another usage of it. For
example, as we have done with the logical fixed point-based characterization, we
can use the categorical fixed point-based characterization for categorically gener-
alizing existing verification techniques. A candidate is delayed simulation [32, 36],
a yet another simulation notion for Biichi automata that is known to be useful
for state-space reduction of Biichi automata.

We gave no implementation for probabilistic fair simulation or distribution-
valued ranking function. Their algorithms and implementations are future work.

In Chapters 34, we have focused on systems with simple branching types.
Extending this for systems with more complicated branching types like two-player
games, systems including both probabilistic branching and demonic nondetermin-
ism (Markov decision process), or ones including probabilistic branching and both
angelic and demonic nondeterminism (sometimes called 2%—playe7" game) would
be interesting. Similarly, we can consider extending Chapters 5-6 to Markov
decision processes or 2%—p1ayer games.

We can possibly combine the frameworks in Chapter 3 and Chapters 5-6.
As we have noted in the previous chapter, a ranking supermartingale (Defini-
tion 6.0.1) is known to be also useful for proving almost-sure recurrence (i.e. the
Biichi condition) and persistence (i.e. the coBiichi condition) [20]. Extending our
categorical framework so that it induces a technique for underapproximating the
recurrence or persistence probability would be interesting.

In Chapter 4, we have focused on simulation between Biichi automata. Ex-
tending it for parity automata would be challenging, partly because a fair simu-
lation between parity automata is not representable as a parity game.

We are also interested in the decidability and the complexity of probabilistic
fair simulations. As the problem of determining the winner of a finite-state parity
game is decidable and in NP N co-NP (see e.g. [67]), a fair simulation between
NBTAs is also decidable and in NP N co-NP. We wish to study the same thing
for the probabilistic case.

We mentioned in Chapter 7 that there exist three related notions to core-
cursive algebra: well-founded coalgebra, recursive coalgebra, and anti-founded
algebra. Studying their relationship would be useful for extending Chapter 5.

There would be room for improving our algorithm and implementation in
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Chapter 6. Our implementation of the polynomial template-based algorithm
failed because of numerical errors of an SDP solver. We have tried to remedy
the situation using a tool called VSDP, but it also failed. However, there exist
other works that consider using SDP solvers for verifications, e.g. [89, 90]. Espe-
cially in [89], it is proposed to integrate an SDP solver with an SMT solver. It
might be also possible to use other templates than linear and polynomial ones,
e.g. exponential one. Another possible way to remedy the situation would be
to rely on Handelman’s Positivstellensatz instead of Schmiidgen’s or Putinar’s
Positivstellensatz. Handelman’s Positivstellensatz was used for the synthesis of
ranking supermartingales in [21].

Another direction of future work would be to extend the framework in this
thesis for higher-order programs. An obstacle towards this direction would be
that the category Meas of measurable spaces and functions does not have an
exponential object XY. A categorical framework for dealing with probabilistic
higher-order functions is introduced in [52]. There, a measurable set X is replaced
by a subset My C [R — X] of the set of functions from R to X. It allows us to
make use of the measurable structure over R, which is well-behaved.
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