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Experimental results

(1) Extraction is
quick and accurate!

(3) Extraction makes
the inference faster!

(2) Extraction yields
interpretability!

(1Z[,|Q4+]) || RGR(2) | RGR(5) || BFS(500) | BFS(1000) | BFS(2000) | BFS(3000) | BFS(5000)

(1, 10) 2.17/286 2397338 2687165 | 9.77/279 | 4.36/545 4077716 | 2.3371390

(6,10) 245/1787 | 2.54/1302 || 6.99/386 | 4.48/641 | 4.08/1218 | 3.15/ 1410 | 2.28 /2480 ql /—4.256—01 /—5 .266—01

(10, 10) 4.68/7462 | 4.46/5311 || 22.5/928 | 11.9/1562 | 5.90/3521 | 4.55/3638 | 3.55/5571

(10, 15) 5.62/8941 | 5.78/8564 || 21.2/2155 | 10.6/4750 | 7.87/5692 | 5.71/7344 | 5.27/7612 X 1 3 OO fa Ste r

(10, 20) 3.70/7610 | 3.79/7799 || 6.24/2465 @ 10.1/2188 | 6.13/3106 | 3.70/5729 | 3.63/7473 ;j

(15, 10) 73479569 | 5.52/10000 || 13.5/3227 | 8.01/6765 | 6.07/7916 | 5.98/8911 | 6.17 /8979

(15, 15) 8.44 /10000 | 5.58/9981 || 16372675 | 9.24/4850 | 7.28/5135 | 9.88/7204 | 6.44 /8425 .

(15, 20) 9.16/7344 | 5.15/7857 || 13.7/2224 | 7.26/3823 | 6.60/5744 | 4.96/5674 | 4.01/9464

Total 54576625 | 44076394 || 159/1778 | 8.92/3107 | 6.04/4110 | 5.25/5078 | 4.21/6549 q2 / _1 116- 16 / O 006+00 by u SI ng W FA

(1Z].]Qas]) || RGR(2) | RGR(5) || BFS(500) | BFS(1000) | BFS(2000) | BFS(3000) | BFS(5000)

(4,10) 7737696 | 7.07/1135 || 15.0/199 7.96/424 6.62/ 650 6.61/762 9.06/ 1693 I f
(6,10) 4.927 1442 | 743/ 1247 1.46 /552 6.95 /660 5.90/1217 | 8.78/1557 | 3.54/2237 i I t
(10, 10) 5.02/5536 | 428 /5951 || 7.70/ 1117 | 11.0/1738 | 47772635  3.52/3926 | 4.52/4777 n S e a O
(10, 15) 71576977 435/8315 || 19.4/1552 | 13.8/327] 16.8/3209 | 8.57/5293 | 5.08/6522
(10, 20) 6.98/4697 | 8.06/6704 || 18.6/1465 | 11.8/2046 12.7 /72851 90.03/4259 | 8.01/4856
(15, 10) 5.97/8747 | 6.77/8882 || 23.3/2359 | 11.2/4668 & 9.88/6186 | 6.24/7557 | 6.02/ 8245 @ —2 .626—01 / 8 .5 1@
(15,15) 5.78 /8325 | 8.71/7546 || 16.6/2874 | 7.31/4380 | 9.92/6015 | 989/7110 | 6.40/ 8358
(15, 20) 4.60/7652 | 8.56/8334 | 36.9/1893 | 23.7/3069 12.8 /3987 12.0/5262 | 8.38/6441
Total 6.02/5510 | 6.90/6015 || 19.0/1502 | 11.7/2532 | 992/3344 | 8.08/4466 | 6.38/5391

 We used the same RNNs and extracted WFAs and compared
inference time for random inputs.

» oWe trained RNNs from a weighted language (see “Math stuff”) that
extraction to the RNNs. The cells show “{error}/{time}.” are so complex that any WFAs cannot express it and applied our
* Rows show various settings of the random WFAs / Columns show extraction.
extraction methods: RGR(*) are ours, and BFS(*) are naive baselines. * The extracted WFAs represent a simplified version of the original
 Two tables use different ways to generate WFAs (see our paper!) language, and it can be graphically representable as above.

 We trained RNNs from randomly generated WFAs and applied the

Future work

Improving scalability
Currently, || = 15 is the maximum. Can we make

Math stuft...

[Weighted language] Function Z* - R .
[WFA] WFA A is a quadruple of

Method

Algorithm 1 Answering equivalence queries
1: procedure ANS-EQQ

e Balle and Mohri’s WFA learning algorithm reduces the
problem of checking whether the target RNN and a

Input: RNN R = (agr,Br,9r), WFA A = given WFA are equivalent in respect of behavior. * (Qy states it work for larger |X| so that it is applicable for
(Qa,aa, B4, (Ag)oex), error tolerance e > O and con- o The algorithm is on the left. The main ideas are: « a, € RY initial vector NLP?

centration threshold M € N e Runb i h s* and find the diff . RQ4 final o .

Output: a counterexample, or Equivalent un best-Tirst search on 2" and find the difference Ba € Inal vector * Giving a theoretical guarantee

between the RNN and the WFA (Line 4-7, 16)
Find the relation between the RNN and the WFA by

making a map from the internal state of RNN to the
internal state of WFA by GPR (Line 10)

* (As)gex € RUaXQ4 transition matrix It is a heuristics now, and there is no guarantee for
WFA induces its configuration 84 and output f4 by: the superiority of our method nor termination.

o Sa(wyg...wy) = a;erwl Ay * Applying for quality assurance of RNN

o falwy..wy) =6,(wy ...w)p Model-checking is a field to generate the proof of

2:  Initialize p: R? — R®@4 so that p(dz(g)) = da(e)
3:  queue < (g); visited <« () .
4:  while queue is non-empty do
5 h < pop(queue)
> Pop the element of the maximum priority

6 if | fr(7) - fa(h)| > e then 1 * Prioritize the visit where “the search is not enough.” [RNN] RNN R is a triple of the (typically) safety of the system. Can we
; l‘et;l::‘ﬂg CONSISTENi;(EEurn a Cfillﬂ;e“;mmp ¢ (Line 5, 14-15) * ap € R? initial state combine our technique with model checking of
. resu . AN, visited, . «“ . ” . . .
o f rosult — NG then ’ P . Pr.une the searching where “the search is enough. * frERY SR final state WFAs and make a technique for the quality
10: learn p by regression, so that p(dr(h')) = (Line 12-13) * Op: R4 x ¥* - R4 transition func. assurance of RNN?
64(h’) holds for all b’ € visited U {h} RNN induces its configuration 8§z and output f, by: * Forcing the WFA to be probabilistic
L1 visited < visitedU{h } o Even if the target system outputs the values in
12: visited < p(dp(visited)) Sp(Wy ... Wp) 1 | il yh i P hm d
13: #on < {x € visited' | x ~4 p(dr(h)) }| | gr(6p(wy .wp_1),wy,) n>0 [0, 1], Balle and Mohri’s algorithm does not
14 if #vn < M then - ayn=0 necessarily output WFAs whose output is in it.
15: pr<  min_ d(p(dr(h)),p(0r(h"))) Can we fix it and improve the applicability to the

h'’cvisited\{h}
> d 1s the Euclidean distance
16: push ho to queue with priority pr for o € X

AT
o folWy W) = Br(Sp(Wy .owp)) RNNs whose outputs are probabilistic:

17:  return Equivalent

This work is partially supported by JST ERATO HASUO Metamathematics for Systems Design Project (No. JPMJER1603),
JSPS KAKENHI Grant Numbers JP15KT0012, JP18122498, JP19K20247, JP19K22842, and JST-Mirai Program Grant Number JPMIJMI18BA, Japan.



