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Abstract. We propose a notion of preorder-constrained simulation. It
is parameterised by a preorder (“observation preorder”) on traces, so
that it can uniformly characterise quantitative notions of program re-
finement for different effects, such as exception, nondeterminism and
I/0. Preorder-constrained simulation is additionally parameterised by
a positive number (“look-ahead bound”), and forms a generative spec-
trum governed by the look-ahead bound. We analyse the complexity
of determining preorder-constrained similarity, and show that preorder-
constrained simulation can be enhanced by the so-called up-to technique.

1 Introduction

It is often important to have two programs behave the same in programming,
for example, in code refactoring and compiler optimisation. Observational equiv-
alence [26] is the standard notion that asserts the same observable behaviour
between two programs.

Among known proof techniques for observational equivalence are coinductive
techniques. These techniques reduce the problem of observational equivalence
to stepwise comparison based on operational semantics. An important example
is applicative bisimilarity [I]. Tt is tailored to the ordinary reduction seman-
tics, syntactically constructing a binary relation that characterises observational
equivalence. Together with its extension known as environmental bisimilarity
[21], applicative bisimilarity is applicable to a wide range of side effects, such as
general state [2I], I/O [36] and continuation [3§].

Other coinductive techniques that are for abstract machines have emerged
recently. Examples are what we shall call counting simulation [27], and improve-
ment [4] which can be seen as an instance of counting simulation. Notably,
counting simulation can not only assert the same behaviour between programs,
but also compare efficiency of two programs in terms of the number of execution
steps. Despite this strength, it is only known to work on “deterministic” effects
that yield at most one result per program.
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Fig. 1: A generative spectrum, parameterised by the observation preorder Q

lobservation preorder Q“ (1, Q)-simulation [ Q-trace inclusion Cq [
= standard simulation finite trace inclusion
=remy weak simulation weak trace inclusion
Q refinement <&, for exception
QN =rem (-} (new instances) [refinement <% for nondeterminism
QN =rem(,, refinement < for I/O

Table 1: Instances of the two ends of the generative spectrum (see Sec. 4| for
details)

It is desirable to obtain a coinductive proof technique for observational equiv-
alence that is applicable to various effects and capable of quantitative compar-
ison of efficiency. We have two kinds of techniques with different strengths: (1)
applicative bisimilarity and environmental bisimilarity accommodating various
effects, and (2) counting simulation and improvement which are capable of quan-
titative comparison. Our goal here is to enhance the techniques (2) so that they
can accommodate a wider range of effects including nondeterminism.

One of the challenges of accommodating various effects is that a notion of ob-
servational equivalence, in particular that of observation, varies between effects.
For example, nondeterministic choice is regarded as internal and unobservable.
A program or(1, 1) with a binary nondeterministic choice operator or would be
identified with a program 1. The choice (with the same result) is ignored. On
the other hand, the choice that is made according to a 1-bit input is regarded
as external and observable. A program in(1,1), which results in 1 regardless of
the value of the 1-bit input, would not be identified with the program 1. The re-
ceived input value (0 or 1) and the induced choice (between 1 and 1) is observed.
We need to be able to both ignore and observe effectful choices.

We propose a notion of preorder-constrained simulation that is applicable to
effects such as nondeterminism and I/O, in addition to the “deterministic” ef-
fects such as exception. It is notably parameterised by an observation preorder,
a preorder on traces (or words). By altering the observation preorder, we can
characterise quantitative notions of observational refinement, which is the asym-
metric version of observational equivalence, for both internal and ignored effects,
and external and observed effects.

Preorder-constrained simulations are additionally parameterised by a posi-
tive number dubbed look-ahead bound. It determines the degree of awareness of
branching. By altering the look-ahead bound, one can obtain a spectrum illus-
trated in Fig. [Il The “limit” of the spectrum is a novel generalisation of trace
inclusion (i.e. Q-trace inclusion Cq) that is also parameterised by the obser-
vation preorder. The spectrum is generative in the sense that it yields various
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concrete spectra by instantiating the observation preorder Q. Some instances
are shown in Tab. [T} whose details will be evident in Sec. [4]

We analyse the complexity of determining preorder-constrained similarity
Sw,q in the finite setting, and show that the complexity is polynomial time.
The complexity analysis is via a game-theoretic characterisation of preorder-
constrained simulation that is similar to buffered simulation game [I7JI6]. We
also show that preorder-constrained simulation can be enhanced by the so-called
up-to technique [32]. We discuss and identify sufficient conditions that make the
up-to technique work, in terms of observation preorders.

Our contributions can be summarised as follows.

— (Sec. [4) The notion of preorder-constrained simulation, which is a new vari-
ant of simulation for characterising observational refinement between pro-
grams (Cor. . Preorder-constrained simulations enjoy soundness (Thm.
with respect to a novel generalisation of trace inclusion, and also monotonic-
ity (Cor. [2) that yields a generative spectrum (Fig. .

— (Sec. A game-theoretic characterisation of preorder-constrained simula-
tion, with complexity analysis. The games also form a generative spectrum

(Fig. [12).
— (Sec. [6)) Integration of the so-called up-to technique [32], in terms of obser-
vation preorders.

Proofs of statements marked by (f) are formalised in Agda, and available at
https://github.com /urabenatsuki/preorder-constr-sim-agda. Other proofs can
be found in App. [C]

2 Preliminaries

Let N be the set of natural numbers, and N be the set of positive numbers. For
a set X, X* denotes the set {z1...2, | n € N;z1,...,2, € X} of finite words
over X. We let ¢ denote the empty word, Xt denote X* \ {¢}, and |w| denote
the length of a finite word w € X*.

Given X' C X, the filtered equality =iem,, on the set X* is defined by
W =rem,, W' if w and w’ are the same except for symbols in X’. For example,
atbooc =rem s .0} cabrer =rem (s .0} abe.

A preorder Q C N x N is said to be s-closed if it is closed under summation,
Le. kQINE QU = (k+K)Q( + ). For a set X, a preorder Q C X* x X* is
said to be c-closed if it is closed under concatenation, i.e. wi Qws A wi Quwh =
(w1wh) Q(wyw)).

2.1 Nondeterministic Automata

A nondeterministic automaton (NA) is a quadruple A = (X, X, ~», F') consisting
of a set X called a state space, a set X called an alphabet, a transition relation
~ C X x X x X and a set ' C X of accepting states. We write x & 2’ when

w .
(x,a,2") € ~, and & ~» 2’ for w = ay ---a, when there exist zg...7, € X
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Fig. 2: Reduction semantics as an NA Ap = (ToU{v'}, {T}UNUR, —, {V})

such that 2o = x, 2, = 2’ and z;_1 ~> x; for each i € {1,...,n}. In particular,
z ~» z. We write z ~ and say x is stuck, if there exist no 2’ € X and a € ¥
such that = ~> z/. An NA is said to be branching-free if its transition relation
~C X x X x X satisfies the following: for any « € X, if there exist two pairs
(a1,1), (a2, x2) € X' x X such that x % 21 and z 23 24, then (a1,21) = (az,x2).
The (finite) language of an NA A is a function L% : X — X* defined by
Ly(zx) ={we X" |32 € F. x <% #'}. In particular, e € L*(x) when z € F.
We omit the subscript and write L*(x) for L% (z) when no confusion is likely.

2.2 A Linear Substitution Calculus with Algebraic Effects

We recall algebraic effects [29] and present their reduction semantics as an NA.
Algebraic effects are specified by a signature §2. It is a set of algebraic operations
f, each of which comes with an arity ar(f) € N. We write f: n when ar(f) = n.

Ezample 1 (algebraic operations).

1. Q2 = {err: 0} for raising an error.

2. 2,4 = {or: 2} for nondeterministic choice between two operands.

3. i, = {in: 2,0ut’: 1,out!: 1} for I/O with a single bit. We focus on a
single-bit I/O for simplicity. Evaluation of a term in(to,¢;) proceeds with
t; if the input value is 4, for each i € {0,1}. Evaluation of a term out®(t)
outputs the value ¢ € {0,1} and proceeds with ¢.

We use the (left-to-right) call-by-value linear substitution calculus (LSC) [5]
equipped with algebraic effects {2 and arithmetic. The LSC has been used as a
cost model of various abstract machines for the A-calculus [3]. The LSC exploits
explicit substitutions [z < t] to disclose cost of the traditional S-reduction.

We present reduction semantics of the LSC, with a signature {2, as an NA
defined by Fig.[2| Transitions are labelled in a similar way as the original reduc-
tion semantics for algebraic effects [29]; labels consist of 7 representing silent
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(a) Age, (2% (3+4)) and Agq,, (2 X (b) Ag,,(or(1,1)) and
3+2x é) -A-Qnd (Or(l7 Q))

Fig. 3: Example pairs of NAs

transitions, N representing result values, and a set 2 = {f; | f € 2,i €
{0,...,ar(f)—1}} labelling effect transitions. We add a return transition n ~ v’
from each ground value to a sole accepting state v'. This extra transition enables
us to observe an evaluation result as a transition label. For t € Ty, an NA Ap(t)
is the restriction of A to the states that are reachable from ¢.

A successful evaluation of a term ¢ is given by a sequence  —» L{n) % v of
silent or effect transitions followed by a return transition. We refer to the word
wn as a trace of t, and to n as a result of the execution. By removing the silent
transitions —, we obtain a word w’ from w. We refer to w’ as an effect trace of
t. Note that the NA Ag,_ is in fact branching-free.

err

Ezample 2 (pairs of NAs).

1. In Fig. 2 X (3+4) has a trace 7714, and 2 x 3+ 2 x 4 has a trace 77714.
2. In Fig. terms or(1,1) and or(1,0) have the same effect traces {org, or;}.
3. In Fig. terms 1+ 2+ in(0,1) and in(1+2+ 0,1+ 2+ 1) have the same

results {3,4} and the same effect traces {ing, in; }, but not the same traces.

We can now formalise program refinement, using NAs A, for the signatures
in Ex. [Il The notion is quantitative, in the sense that it is parameterised by a
length preorder Q@ C N x N.

Definition 1 ((quantitative) refinement). Let Q be a preorder on N (dubbed
length preorder).
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=& u is defined by Yw.(t SV = Jwau>vA |lw|Q|w']).

2. For g, t and w s defined by Vw.(tf» V = wausvA |w|Qlw'| A
w /

1. For ey, t <@

= _w).
FeM Uy )

3. For (2, t jg u 1s defined by Vw.(tiu» V = wausv A |lw|Q|w'| A

W =rem,, W).

The refinement ¢t <&, u focuses on successful termination, and additionally,
compares the numbers of steps using Q. It asserts that when evaluation of ¢
terminates in m steps, evaluation of u also terminates in n steps, and moreover,
m@n. An example of @ is the total relation N x N. This yields the asymmetric
version of the basic notion of observational equivalence. Another example of @
is the greater-than-equal relation >, with which refinement ¢ <= u can assert
that u terminates in a fewer steps.

Def. and Def. use the filtered equality differently to deal with dif-
ferent observations made for nondeterministic choice and I/O. The refinement
t <.4 u for nondeterministic choice asserts that when evaluation of ¢ termi-
nates, evaluation of u also terminates with the same result. The filtered equality
W =rem ) o w’ in Def. 1) ignores effect traces, and only ensures the coin-
cidence of results. We note that Def. corresponds to program refinement
for angelic nondeterminism [35]. In contrast, the refinement ¢ <;, u for I/O as-
serts that when evaluation of ¢ terminates, evaluation of u also terminates with
the same effect trace and result. The filtered equality w =rem ) w’ in Def.
observes effect traces.

The three pairs of NAs in Fig. all exhibit refinement. We have 2x (3+4) <5,
2x3+2x4,0r(l,1) =5 0or(L,0), and 1 +2+in(0,1) = in(1+2+0,1+2+1).
We do not always have the opposite: i.e. or(1,0) A, or(1,1).

3 Counting Simulation and its Deficiencies

We recall the simulation notion that was introduced for an abstract machine
for programs with at most one result [27]. We call it counting simulation, albeit
with no connection to counter automata. It is parameterised by a preorder ) on
natural numbers, dubbed length preorder, to count and compare the number of
steps. The original presentation [27, Def. 4.4.1] of the counting simulation is for
an unlabelled transition system, and it is equipped with an up-to technique. We
here present its naive extension to NAs, but without any up-to technique.

In this section, we let A; = (X;, X, ~;, F;) (¢ € {1,2}) be two NAs with the
same alphabet, and @ C N x N be an s-closed preorder.

Definition 2 (counting simulations). A binary relation R C X; x X5 is a Q-
counting simulation from A; to As if, for any (x,y) € R, the following C-Final
and C-Step hold.

C-Final If x € Fy, theny € Fy5.



Preorder-Constrained Simulations for Program Refinement with Effects 7

ertw® (6820 i:

(a) C-Final (b) C-Step (1)) where =" ) C-Step (2) where |aw|Q|w’|

Fig. 4: Conditions of Def. [2| Black parts are universally quantified, and magenta
parts are existentially quantified.

Fig. 5: Unsoundness of counting simulation

C-Step For each 2’ € X1 and a € X such that x ~», a, either of the following
holds. "
1. There exist " € X1 and w € X* such that &’ ~»1 ©” 1 and 2" ¢ Fy.

2. There exist #” € X1, v € Xy and w,w' € X*, such that z' ~», 2",

Y oy, law|Qw’|, and 2" Ry’.
Fig. [4] illustrates the conditions of Def. [2| The condition C-Final is standard.
The condition C-Step deals with a stuck and non-accepting state 2"/ € X3

(i.e. 2" o and = &€ Fy). A term err() € Ty, is an example of such a state
in Ag,_ . Lastly, C-Step is the key condition of Def. 2l It asserts that any

oy a ope w . .
transition x ~ x’ followed by some transitions 2’ ~» z”” in A; can be simulated

err *

by some transitions y ~» y' in As.
Thanks to C-Step, which compares not just single steps but numbers of steps,
counting simulation can witness quantitative refinement for exception.

Proposition 1 (correctness wrt. refinement). If R is a Q-counting simu-
lation from Agq,, to Agq,. , then tRu = t < u holds for any t,u € T, . O

err err ) err

Example 3. For the pair of branching-free NAs in Fig. @ a relation Rgisir =
{2%x(3+4),2x3+2x4),(V,v)}is a <-counting simulation. The length
preorder < asserts that 2 x (3 4+ 4) has better efficiency. The relation Ryist
represents the distributive law, without relating any intermediate states.

Nevertheless, counting simulation cannot witness refinement for effects such
as nondeterminism and I/O. This is due to two challenges. The first challenge
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is varying observation. While we ignore effect traces for nondeterminism, we
observe effect traces for I/O. However, counting simulation can neither ignore
nor observe effect traces correctly. It simply compares the lengths of traces using
the length preorder Q. The second challenge is branching. It is branching effects
that counting simulation becomes unsound for.

Ezample 4 (unsoundness for I/0). For the pair of NAs in Fig. |5 refinement does
not hold, i.e. 1+2+1in(0,0+1) Aic in(1+2+0,5), because right branches have
traces 7iny 774 #rem, inib. However, the relation {(1+ 2+ in(0,0+ 1), in(1 4+
2+0,5)),(v,v)} is an =-counting simulation. It only asserts that left branches
have “identical” traces (i.e. T7ing73 and ing773), and it does not inspect the right
branches with distinct traces.

This unsoundness is because counting simulation does not necessarily inspect all
possibilities of branchinTechnically, this is due to the existential quantification
2)

w .
on 2’ ~» x” in C-Step

4 Preorder-Constrained Simulation

4.1 Definition

We present our main contribution, the notion of preorder-constrained simulation.
It generalises counting simulation from branching-free NAs to general NAs, and
hence characterises a notion of observational refinement for a wider class of
effects (Cor. [1| below). The generalisation is technically two-fold, dealing with
the two challenges we discussed in Sec. [3]

Firstly, preorder-constrained simulation is parameterised by a c-closed pre-
order Q on traces X*, dubbed observation preorder, instead of the length pre-
order @ C N x N that parameterises counting simulation. Using preorders like
the filtered equality =rem, , preorder-constrained simulation can flexibly observe
and compare traces, adapting to varying observations.

Ezample 5 (observation preorders). Note that the following preorders are all c-
closed.

1. The equality = on words.

2. Each preorder Q C N x N that is s-closed induces a preorder @ on words
such that wQu’ <= |w|Q|w’|, which is c-closed.

3. Each subset X’ C X induces the preorder =rem,, © X x X of filtered
equality.

4. The substring preorder Cgyp, where w Cgyp w’ means that w is a substring
of w'.

5. Assume X is the powerset 227 of some set AP. Let C* be a preorder where
aj...ax C*a}...al, means k =k’ and Vi. a; C aj.

6. Let R be the set of real numbers, and e be a binary operation on R such
as summation + and multiplication x. When X' = R, let <, be a preorder
where a1...a, <o @}...al, means a; ®---oa, < aje---ea . Its inverse
>, is also a preorder.
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w ,, nertQ
R0 SRS

(a) Final™ where |w| < M A wQuw’ (b) Step™ where a1 - - - ar, Qw’

Fig. 6: Conditions of Def. [3] Black parts are universally quantified, and magenta
parts are existentially quantified.

Secondly, preorder-constrained simulation limits the existential quantifica-
tion, namely that on 2/ ~» 2’ in C-Step , to overcome the unsoundness due
to incomplete inspection of branching. The idea is to put the existential quan-
tification inside universal quantification, so that every branch gets inspected by
the resultant simulation notion.

Additionally, preorder-constrained simulation is parameterised by a positive
number M dubbed look-ahead bound. It determines the degree of awareness of
branching; we leave the study of the look-ahead bound to Sec. We let A; =
(Xi, Xy~ F;) (i € {1,2}) be two NAs with the same alphabet, @ C N x N be
an s-closed preorder, and Q C X* x X* be a c-closed preorder.

Definition 3 ((M, Q)-simulations). For each M € Ny, a binary relation R C
X1 x X3 is an M-bounded Q-constrained simulation ((M,Q)-simulation in
short) from Ay to Ay if, for any (z,y) € R, the following Final”' and Step™
hold.

Final™ For each w = ai...an, € X* and x1 ...z, € X7 such that n < M,
x5y @ --- By xy, and x, € Fy, there exist w' € X* and y' € Xo such that
wQu', Y~y and y' € Fy.

StepM Foreachay...apy € XM andxq...xpp € Xfw such that z ~51 xq -+ ¥,
xp, there existk € {1,..., M}, w' € X* andy’ € Xo such that ay - - - ar, Qu’,

Y~y and xRy’ .

When an (M, Q)-simulation relates = and y, we say x is (M, Q)-similar to y
and write z Spar,q y- When R is an (M, Q)-simulation from A to A, we say it is
on A.

Fig. [f] illustrates the conditions of Def. [3] The difference between Fig.
and Fig. [6D] is crucial to overcome the incomplete inspection of branching that
counting simulation suffers from. In Fig. [6b] existential quantification is limited
to xy, which is an intermediate state of the sequence x ~» x; that is universally
quantified.

4.2 Soundness

Thanks to the observation preorder Q and the limited existential quantification,
preorder-constrained simulation can characterise notions of quantitative refine-
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ment <% for all the signatures (2 in Ex. [I| Namely, (M, Q)-simulations provide
a sufficient condition for refinement.

Corollary 1 (correctness of (M, Q)-simulations wrt. refinement).

err?

1. For any M € Ny and t,u € To,,, t Sy o u = t =% u.
2. For any M € N4 andt,uETQHd,t,SMQﬂ:rem u = t<% u.

{T}UT2g -

3. For any M € Ny andt,u e Tp_,t fSM,Qﬁ:rem{T} U = t jg u. O

Ezample 6 (Fig. [q revisited).

1. For the NAs in Fig. Ba] {(2 x (3 +4),2 x 3+ 2 x 4),(14,14)} is a (2, <)-
simulation. This simulation represents the distributive law.

2. For Fig. {(or(1,1),0r(1,0)),(1,1), (v',v)}isa (l,=U=rem,,,q ,)-simula-
tion.

3. For Fig.[3d let ty =1+2+in(0,1) and ¢, = in(1+2+0,1+2+1). The
filtered equality =rem,,, distinguishes traces of length 1 from ¢y, {2, namely:
T #rem,, ini (i € {0,1}). This leads to non-existence of any (1, =N =rem,,, )-
simulation that includes the pair (¢1, ¢2). In contrast, the filtered equality can
identify traces of length 2 from ¢y, t5, namely: 7in; Sremy,, iMT (i € {0,1}).
This leads to existence of a (2,=N :rem{r})—simulation. It can be given by
{(t1,t2), 3+0,3+0), 3+1,3+1), (vV,v)}

Cor.[l]is a consequence of a soundness property of preorder-constrained sim-
ulations. Namely, (M, Q)-simulations are sound with respect to a novel gen-
eralisation (Def. 4| below) of trace inclusion that is also parameterised by the
observation preorder Q.

Definition 4 (Q-trace inclusion). We write * CTq y and say Q-trace in-
clusion holds between x and y, if the following holds: Yw € L% (x). Jw’ €

L, (y) wQu'.

Theorem 1 ((t) soundness). Let M € N,.. For any (z,y) € X1 X Xs, it holds
that t Sy = zCqy.

The three refinement relations for specific NAs Ag,, , Aq,, and Ag,, defined
in Sec. are instances of the generalised trace inclusion. Cor. [I] follows from
Thm. [I] above and Prop. [ below.

Proposition 2 (refinement as trace inclusion).

1. For Ag,,, for any t,u € Tq,,, t < u <> t Co u
2. For Ag,,, foranyt,ue Tn,,t and u =t EQﬂ:,em{ - u.
T nd
3. For Ag,, for any t,u € T, t jg U =t EQm:rem{T} u. O

The most basic instance of the Q-trace inclusion is when Q is the equality;
it coincides with the standard notion of (finite) trace inclusion. Another basic
instance is when Q is the filtered equality =(em,,,; it corresponds to the well-
known notion of weak trace inclusion.
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a a

—-trace inclusion =rem, }—trace inclusion
-o -o (@ -o (1) -o
a,b}

Csub-trace inclusion ) C*-trace inclusion (e) <4-trace inclusion

Fig. 7: Pairs of NAs that exhibit Q-trace inclusion

Ezample 7 (Q-trace inclusions for various preorders). Fig. |z| shows examples of
Q-trace inclusions for some of the preorders from Ex. [5

1. In Fig. [7a] we have L*(z) = aaa* = {a""?|n € N} and L*(y) = aa* =
{a"™Yn € N}, and therefore, L*(x) C L*(y). We have x C_ y for the
equality =.

2. In Fig. [7b} we have L*(z) = 77a* and L*(y) = Ta*. These two sets coincide
when we ignore 7. We therefore have x Ceenyy ¥ for the filtered equality

—rem

3. In Flg we have L*(z) = ab* and L*(y) = abb* We hence have z Cc_, v
where gsub is the substring preorder from Ex. |5 .

4. In Fig.[7d] we have L*(z) = {a}{b}{a}* and L*(y) = {a,b}{a,b}*. We hence
have z EC* y where C* is from Ex. |5

5. In Fig. [7e] we have L*(x) = {1, 02} and L* (y) = {3,10}. It holds that 1 < 3
and 0 + 2 < 3. We hence have z E<, y where </ is from Ex. [ I@

4.3 Basic Properties

Here we investigate the look-ahead bound M of preorder-constrained simulation.
As observed in Ex. |§| , the look-ahead bound determines the degree of aware-
ness of branching; as M increases, (M, Q)-simulation can inspect and identify
further branches. Technically, preorder-constrained simulation has a monotonic-
ity property with respect to M.

Lemma 1 ((f) monotonicity of Final and Step). Let M, N € N such that

M<N. N 1 N
1. Final® = Final 3. Step™ A Final™ = Final

2. Step™ — Step” ad

Corollary 2 (monotonicity). Let M, N € N such that M < N. Each (M, Q)-
simulation from Aj to Ay is also an (N, Q)-simulation from Ay to As.
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(b) For arbitrary M

Fig.8: Pairs of NAs that distinguish (M, =)-similarity and (M + 1, =)-similarity

When the observation preorder Q is the equality =, this monotonicity is
strict; in other words, strict inclusion Spr= € Spar+1,= holds. There exists a
pair of NAs that does not have an (M,=)-simulation but has an (M + 1,=
)-simulation. Fig. [8| shows such pairs; one for M = 1, and the other for an
arbitrary M. For Fig. |8al, we have a (2, =)-simulation {(xo,v0), (x1,91), (z1,¥}),
(x2,92), (x5, v5)}. Similarly, for Fig.|8al we have a (M+1, =)-simulation {(zo, yo),
(@, ym), (@, yﬁ\/l)a (Trr41, Ynr+1),s (mé\/[-i-l’ yE\/I-&-l)}'

The monotonicity is in contrast to that of nested simulations [12] which are
also parameterised by a positive number. As M increases, (M, Q)-simulations
become larger (as a relation), while M-nested simulations become smaller. When
M =1 (and Q is the equality), (1,=)-simulation coincides with the standard
simulation, and hence with 1-nested simulation.

Cor. [2] validates the spectrum of preorder-constrained similarities in Fig. [T}
which is governed by the look-ahead bound. Its “limit” can be given by the notion
of Q-trace inclusion, thanks to the soundness property (Thm. .

The spectrum in Fig.[I]is generative because, by instantiating the observation
preorder Q, we can obtain various concrete spectra, as shown in Tab. [1} For
instance, when Q is the equality = or the filtered equality =rem ., the spectrum
refines a part of (the asymmetric version of) van Glabbeek’s spectrum [I3JI4].
The other spectra of Tab. [I] are more of our interest here, which yield simulation
notions that characterise program refinement.

Finally, while (M, Q)-simulations are closed under union, they are not closed
under the standard composition of relations.

Lemma 2 ((}) basic properties). Let M € N, and I be an arbitrary set.
1. Given a family {R;}icr of (M, Q)-simulations, | J;c; Ri is an (M, Q)-simula-

tion.
2. The (M, Q)-similarity Sp.q s the largest (M, Q)-simulation.

Ezample 8 (no closedness under composition,).
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Fig.9: A counterexample of closedness under composition
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Fig. 10: More counterexamples of closedness under composition

1. Let T = {r}*x{r}*. For the three NAs in Fig.[9} {(z,y), (221, y11), (222, y12),
(231,y21), (232,y22), (¢33, 423), (234, y24)} and {(y, 2), (421, 211), (422, #12),
(y23, 213), (y24, z14)} are (2, T)-simulations, but their composition {(z, z),
(231, 211), (232, 212), (233, 213), (234, 214)} is not a (2, T)-simulation. The
composition is a (3, T)-simulation instead.

2. For the three NAs in Fig. {(z,v), (x1,31)} and {(y,2)} are (2,=)-
simulations, but their composition {(z,z)} is not a (2, =)-simulation.

3. Let Q. be the reflexive and c-closed closure of {(a,bc), (b, d)}. For the three
NAs in Fig.[I0b] {(z,), (z1,2)} and {(y, 2), (y1, z1)} are (2, Q.)-simulations,
but their composition {(z, z)} is not a (2, Q.)-simulation.

5 Game-Theoretic Characterisation

Preorder-constrained simulations can be characterised by two-player reachability
games. The game is parameterised by the observation preorder Q, the look-ahead
bound M, and additionally a catch-up bound N. Both numerical bounds M, N
are now taken from N U {oco}.

Definition 5 (g%ﬁ?) Let M,N € Ny. A two-player game Q%JJ\QZQ between

Challenger and Simulator is defined by Fig.[I1]. Simulator wins if they reach the
state sim-win, Challenger has no possible move, or the play continues forever.

In a game g%ﬁ?, Challenger is in charge of A;, and Simulator is in charge
of As. Most of the positions are of the form (w,z,y), where w € X* represents
a queue of labels that Challenger has inputted into A;. The two numerical
parameters M, N both constrain Simulator’s ability to make a move. The look-
ahead bound M limits the length of the queue w, and equivalently the number
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‘Position ‘Player ‘Move :Guard ‘ ‘
(w7 "L.7 y) (wa7 m,7y) ;:L. gh)l x,
€ X" x X1 x Xo Challenger (Vyw,z,y)'lz € Fy
(w,2’,y) - (w,z’yy) Jw| <M
€ X x X1 x Xo Simulator ETER

I |w'| < NAy~2y AwQu
(v, w,z,7) : Juw' € X*. 3y € F,.

N Simulator |sim-win /
E{VIx I x X1 x X U w!| < N Ay 52y AwQu'’

©@ | ® e

@ Challenger chooses x <51 2’ from the current state x and enqueues the label a.

(2 Challenger is at an accepting state z € Fy. Challenger forces Simulator to check
whether an accepting state is reachable from y € Xo.

@ Simulator skips the turn. This move is always possible when M = oco.

(@) Simulator simulates Challenger’s moves in the queue w.

(®) Simulator simulates Challenger’s moves in the queue w and reaches an accepting
state.

Fig. 11: Two-player game gi‘ﬁﬁf characterising (M-bounded) Q-constrained
simulation.

of turns that Simulator can skip consecutively. The catch-up bound N limits the
number of transitions Simulator can make in A to dequeue w.

The games Q%’ﬁ{? satisfy two expected properties: monotonicity with re-
spect to both M and N (Lem. [3| below), and correspondence with (M, Q)-
similarity (Prop. [3]below). These results validate a generative (two-dimensional)
spectrum of games and preorder-constrained simulations shown in Fig. [T2]

Lemma 3 (monotonicity). Let M,M’ € Ny such that M < M’, and let
N, N’ € Ny such that N < N'. If Simulator is winning from a state (w,x,y) in

’ ’
g%{j{f, Simulator is also winning from the state in gj‘{l ”ANQ’Q. O

Proposition 3 (correctness). Let M € N,.. Simulator is winning from a state

(e,z,y) in Q’%"ﬁf, if and only if v Spm.qQ Y- O

We conclude this section with complexity analysis of determining winning

positions in Q%’JX"?, and hence of determining (M, Q)-similarity Saz,q.

Proposition 4 (complexity). Assume that wQu' can be checked in linear
time to the lengths of w and w’'. For M, N € N, whether Simulator is winning
from a state (e,z,y) in Q%ﬁ? can be checked in O(|Z|MHN x |X1| x | X5|?)
time.

Proof. For a set X and for k,1 € N such that k& < [, let X*! denote the set
{120 2p |k <n<l;21,...,2, € X}.

We first approximate the complexity to construct the game gﬁﬁﬁf, assuming
that the membership to Fi, F5, ~1 and ~>5 can be checked in constant time. The
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S, — S2.@q — -+ — Q-trace inclusion Cq

) )
0 )

g;*f;f;fz — gj*f;f}z — -+ —> Q-trace inclusion Cq
) )

9}4’117’32 — Qi’i:fi —> -+ —> Q-trace inclusion Cq

Fig.12: A generative spectrum of games g%’ﬁ{? and similarities Sar.q

number of positions of the game is O(|X|M x | X;| x | X3|), because Challenger’s
positions are elements of Y0M~1 x X, x X,, and Simulator’s positions are
elements of XM x X; x Xy or {v'} x XOM x X} x X,.

For each pair (p, ) of positions, we approximate the complexity to determine
if a move is possible from p to ¢, by case analysis on the possible moves (see

Fig. .

— Case (D). Tt suffices to check x ~%; &', which can be done in constant time.

— Case (2). It suffices to check x € Fy, which can be done in constant time.

— Case (3. It suffices to check |w| < M, which can be done in constant time,
because M is a constant here.

— Case @). By the condition |w’| < N, w’ can be chosen from X[:N=1 Check-

ing y ~»o ¢ is O(N —1) time and hence constant time, and checking wQu’
is also constant time, because both M and N are constants here. Overall,
this move can be determined in O(|X|Y) time.

— Case (5). This case is similar to the case (4), with extra choice of y’ from
F» C X5. This move can be determined in O(| X[V x |X3]) time.

Once the game is constructed, its winning region (i.e. the positions from
which Simulator is winning) can be determined in O(|X|™ x |X;| x | X3|) time
multiplied by O(|X|Y x |Xz|) time, because the game is a reachability game.

Consequently, whether Simulator is winning from a state (e, z,y) in gi‘{ﬁf can

be checked in O(|X|M+N x | X;| x | X3|?) time. 0

6 Preorder-Constrained Simulation Up-To

We here integrate the up-to technique [32] into preorder-constrained simulation.
The technique is widely used for enhancing (bi-)simulation notions. It allows
a smaller relation, which is not necessarily a simulation itself, to witness trace
inclusion. The up-to version of preorder-constrained simulation is additionally
parameterised by a pair of binary relations (R;, Ry) on state spaces. The follow-
ing definition is obtained by simply replacing R in Def. [3| with R;; R; Ro, where
; is the composition of binary relations.
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0
0 0 &
Q)
oL
Fig.14: An unsound (1, >)-simulation
Fig.13: A (1, >4)-simulation up-to up-to

Definition 6 ((M,Q)-simulations up to (R, Rs)). Let Ry C X7 x X3 and
Ry C Xy X Xo. For each M € Ny, a binary relation R C X1 x X5 is an (M, Q)-
simulation up to (Ry, Ry) from Ay to Ay if, for any (x,y) € R, Final”' (see
Def.[d) and U-Step™ below hold.

U-StepM For eachw =ay...apy € XM and z1...xp € X{” such that x 551
x1 By - Mz, there exist k € {1,...,M}, w' € ¥* and y € X5 such

that ay -+ - arQu’, y Loy Yy and zp(R1; R; R2)y’

The question now is when a preorder-constrained simulation up to (R1, R2)
is sound with respect to Q-trace inclusion. The relations R; and Rs cannot be
arbitrary, and they should be consistent to the Q-trace inclusion Cq. Formally,
they should satisfy Ry € Cq, and Ry C Cq, for some preorders Qp,Q2 C
X x X* such that (Q1;Q;Q2) C Q.

Example 9 (M, >)-constrained simulation up to (C>,,C>, )). Recall the pre-
order >, from Ex. @ It is feasible to use a >, -constrained simulation up to
(E>,,C>, ). The first reason is that the consistence property is satisfied, thanks
to transitivity of the preorder >, . The second reason is that the > -trace in-
clusion E5, between two states of the same NA can be checked efficiently with
a graph algorithm. Specifically, for two states x,z" of the same NA, z T, 2’
holds if the summation of weights on each path from z to 2’ is non-negative.

Ezample 10 ((1,>4)-simulation up-to). For a pair of NAs shown in Fig.
x E>, y holds, but there exists no (1, > )-simulation that relates = with 3. In
contrast, a relation R = {(z,y), (z12,v1), (z2,y2)} is a (1, >+) simulation up to
(E>,,C>, ). The pair (z,y) satisfies the condition U- Step" of Def. @ because we
have x11 EZ+ 12 Ry1 E5, y1. The up-to allows us to move U—Step1 towards
the accepting state o, that is, it allows us to deal with U-Step® of (x12,y1)
instead of (z11,y1).

However, the consistence property (Q1;Q; Q2) C Q is not enough to achieve
soundness. A naive combination of the weak simulation notion, which coincides
with our similarity < , and an up-to technique is known to be unsound,

Nl =rem

Tremiry
and requires special care [30J3T]. The following counterexample is inspired by
the one for weak simulation from the literature [30/31].

Ezample 11 (unsound (1,>,)-simulation up-to). For a pair of NAs shown in
Fig. x E», y does not hold, because no accepting state is reachable from y.
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However, a relation {(z,y)} is a (1, > )-simulation up to (E>,,E>, ). The pair
(x,y) indeed satisfies U-Step', because x4 E>, z Ry C5, y. Here, the up-to
allows us to move U-Step' away from the accepting state xo: namely, it allows
us to deal with U-Step' of (z,v) instead of (z1,y).

From the two examples above, we can extract an additional condition on the
preorders Q, Q1, Q2, namely on Q7. We can observe that, while it is safe to move
U-Step™ toward an accepting state (Ex. , it is unsafe to move it away from
an accepting state (Ex. , for the sake of soundness. To prohibit the unsafe
move, the additional condition is required, namely wQuuw’ = |w| > |w’|.
Examples of such Q; are the equality =, the preorder > induced by > C N x N,
the inverse (Cgup) ™!, and C* (see Ex. .

The condition is inspired by a soundness criterion for counting simulation
up-to [27, Def. 4.3.13]. A similar idea can be found in Pous’ work [30/3I] on
weak simulation up-to.

Theorem 2 ((1) soundness). Let M € N;. Let R C X7 x Xa, R1 C Cq, and
Ry C Cq, be binary relations, for preorders Q1,Qa C X* x X* such that (i)
(Q1;Q;Q2) € Q and (i) wQiw' = |w| > |w'|. If R is an (M, Q)-simulation
up to (R1, Ra), it holds that tRy = = Tq y for any (z,y) € X1 x Xo.

Ezample 12 (weak simulation up to “expansion/contraction”). Let Q. be a pre-
order =rem,,, N >. The (1, Q.)-similarity <1,q. is akin to expansion [34] and
contraction |33] that have been used with an up-to technique. It is indeed valid
to have the weak simulation up to the similarity <; q.. More precisely, we can
have a (1, =em,,)-simulation, which is the weak simulation, up to (S1,q,,=)-
The three preorders =rem,,, Qe and = satisfy the two conditions in Thm. EI;
we have (Qg; :rem{f}?:) C =tem(,,, and the preorder Q. satisfies Q. C >. We
also have <;.q, € Cq, by soundness (Thm. , and =C C_.

7 Related Work

Our two-player game gﬁ{l’ﬁ{? is similar to buffered simulation game [1716].
While ours is for NAs with finite languages, the latter is for Biichi automata.
We contribute to coinductively defining the simulations and investigating the
generative spectrum.

Quantitative simulation notions are known for weighted automata: many are
for probabilistic systems [24JT9I15]; a general simulation notion for automata
weighted with semirings (e.g. R with + and x, and R with max and + a.k.a.
tropical semiring) was introduced as a matrix over real numbers [37].

Preorder-constrained simulations are defined for NAs, but can be quantita-
tive, in the sense that they can compare lengths of accepted runs (e.g. using
the preorder >). Known (bi-)simulation notions such as expansion [34] and con-
traction [33] are also capable of such quantitative comparison. As mentioned in
Ex. the (1,=rem,,, N >)-similarity is akin to these (bi-)simulation notions
seen as simulation notions.
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Prop. [4] suggests that we can reduce the problem of checking refinement
between programs to determining a winning region of the reachability game
g%*fj{f. Algorithmic game semantics |2120] is another approach to reduce pro-
gram refinement to solving games. A notable difference is that algorithmic game
semantics restricts types of programs, while our approach would require a pro-
gram t to induce a finite automaton Ag(t).

Our work is not the first to characterise or refine the LT-BT spectrum using
a simulation notion or a game. It would be interesting to compare existing work,
e.g. [TOI8], to ours in details. Ordered words are not a new research topic either,
but the literature seems to focus on decidability of their theory, e.g. [22/23].

8 Conclusion and Future Work

We proposed a notion of preorder-constrained simulation. Being parameterised
by the observation preorder on traces, it can uniformly characterise quantita-
tive notions of observational refinement for different algebraic effects: exception,
nondeterminism and I/0. We demonstrated this using reduction semantics for
the LSC.

Being additionally parameterised by the look-ahead bound, preorder-const-
rained simulations form a generative spectrum. Its “limit” is given by a novel
generalisation of trace inclusion. The spectrum is generative in the sense that it
can be instantiated variously according to the observation preorder.

We additionally presented a characterisation of preorder-constrained simu-
lation as a two-player reachability game, and showed that preorder-constrained
similarity can be determined in polynomial time in the finite setting. Finally, we
studied enhancement of preorder-constrained simulation, showing how to inte-
grate an up-to technique, in terms of observation preorders.

One direction of future work is to extend the characterisation of program
refinement to probabilistic choice. This would require preorder-constrained sim-
ulation to work on weighted automata instead of NAs. One can try to ac-
commodate probabilistic choice into the current work, using the preorder <.,
but a naive approach does not work. It results in a false refinement such as
orgs(L,1) C<, orgs(0,1), where org s is an operation that chooses either ar-
gument with probability 0.5. It would also be interesting to connect preorder-
constrained simulation to a generic metatheory of algebraic effects [I8I35].

Another future work is to develop a methodology to constructing a preorder-
constrained simulation. For the automaton A induced by a signature {2, it
would be particularly important to construct a preorder-constrained simulation
that is closed under term construction. Such a simulation would characterise con-
textual refinement, which asserts refinement between two terms in an arbitrary
context. Counting simulation was originally used in this way [27].
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where eQu’ (b) Step™ (i) where a1 - - - axQu’ (c) Step™ (ii) where wQu’

Fig. 15: Conditions of Def. |7l Black parts are universally quantified, and magenta
parts are existentially quantified.

A Completeness

It is possible to adjust the definition of preorder-constrained simulation (Def.
and obtain a complete simulation notion with respect to Q-trace inclusion.

Definition 7. A binary relation R C X; X X5 is a Q-constrained simulation
(Q-simulation in short) from A; to As if, for any (x,y) € R, Final" and the
following Step™ hold.

Step™ For each ai...a, € X7 and z,...2, € Xf such that © ~5 z1 3,
-y x, and x, € Fy, there exist k € {1,...,n}, w' € X* and ¢y € X,

such that (1) a1 axQu'; (2) y ~»o y'; and (3-i) xRy, or (3-ii) k = n
and y' € Fs.

Fig.[15|illustrates the conditions of Def. El The condition Final® is an instance
of Final™ (see also Fig. @ The condition Step™ has two possibilities (i) and
(ii), due to the clauses (3-i) and (3-ii). Note that Step™ is not quite a limit of
Step™ . While the length of the sequence x ~> xy; is restricted to M in Step™
the length n of the sequence z ~% Z, in Step™ can be an arbitrary positive
number. Additionally, the last state x,, is required to be accepting, i.e. x,, € F}.

Theorem 3 ((f) soundness and completeness). For any (z,y) € X7 X Xa,
rCqy <= zSqV- O

We note that it is the extra clause of the definition of Q-simulations, namely
(3-ii) of Step™, that makes the completeness possible.

Corollary 3 (correctness of Q-simulations wrt. refinement).

err?

1. For any t,u € Tq,,, t Spu < t =<8 u.
2. Foranyt,ue Tq,,t SQﬁ:rem{ o u <=t and U.
T nd

3. For anyt,u € Tp U <= tjg Uu. O

io 2 t SQﬂ:mm{T}

Whereas @Q-counting simulation (for @ C N x N) is defined for NAs (see
Def. , the definition is tailored to branching-free NAs all whose accepting states
are stuck states. The NA A, is an example. For these automata, preorder-
constrained simulation indeed generalises counting simulation. However, the op-
posite does not hold.
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;
@

Fig. 16: Branching-free NAs with a trivial =-simulation

Proposition 5 (Q-counting simulation being Q-simulation). If Ay is branching-
free and all its accepting states are stuck states, then each QQ-counting simulation
from Ay to As is also a Q-simulation from Ay to As. m|

Ezample 18 (Q-simulation not being Q-counting simulation). For the pair of
branching-free NAs shown in Fig. {(z,y)} is a =-simulation, because these
NAs have no accepting states. However, there exists no =-counting simulation
that includes (z,y). If such a simulation R exists, (x1,y1) € R must hold by
C-Step, but (x1,y1) does not satisfy C-Step.

The monotonicity property satisfied by (M, Q)-simulations can be extended
to Q-simulations.

Lemma 4 ((f) monotonicity of Step). Let M € N,..
1. Step™ A Final”' — Step™

Corollary 4 (monotonicity). Let M € N. Each (M, Q)-simulation from Ay
to As is also a Q-simulation from A; to As. O

Notably, we do not need to modify the definition of two-player games gf{l’f}f;

we can simply set M = N = oo to achieve games that correspond with Q-
simulations. We can extend the spectrum in Fig. and obtain a generative
spectrum shown in Fig. [T7

Lemma 5 (monotonicity). Let M, N € N,. If Simulator is winning from a
state (w,x,y) in g%ﬁ?, Simulator is also winning from the state in Qiol’ii;Q.

O

Proposition 6 (correctness). Simulator is winning from a state (g,x,y) in

gjfl’j*f, if and only if x Sq . O

B Connection to Logical Implication

We briefly investigate the relationship between Q-trace inclusion and logics,
namely fragments of the linear temporal logic (LTL), aiming at a potential ap-
plication to model checking.
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Sl,Q — SQ,Q —_— s —> SQ +— Q-trace inclusion Cq

1,00,Q 2,00,Q 00,00,Q
gAl,Az gA17A2 T gAl,Az
) ) )

) ) )
1,2,Q 2,2,Q ©0,2,Q
gA17A2 gAl,Az T gA17A2
) ) )

1,1,Q 2,1,Q ,1,Q
gAl,A2 gA1,A2 gA1,A2

Fig.17: A generative spectrum of games Q%’]J\g’? and similarities Sarq, Sq

Definition 8 (LTL, see e.g. [6]). A linear temporal logic formula (LTL for-
mula) over a set AP is given by the following BNF notation where p € AP.

pu=true|false [p|pleVe|lpAp|XeleUplpRep (1)

The semantics of an LTL formula ¢ is usually defined as a subset [¢] C
(2AP)« of infinite words over 2AP. We use its finitary variant here, as we are
focusing on finite traces.

Definition 9 (LTL semantics on finite traces, cf. [11]). For an LTL for-
mula o, we inductively define [o]sn € (2AP)* as follows:

— [true]n := (24F)* — [false]sin := 0
— [Pln:={a1...an | n>0,p€ar} — [plfn:={a1...an |n>0,p¢ar}
— 1 V @2lfin := [@1]fin U [@2]fin — [e1 A gallin := [@1]fin N [@2]fin

[X@lfin i=4a1...an | n>0,a2...a, € [@]fin}

Jie{l,...,n}. (Wj <@ aj...an € [[cm]]ﬁn)>}

N a;...an € HQDQ]]ﬁn

— [o1 R w2]in := {al coeapn | Vie{l,...,n}. (GJ <@g dn € HSDl]]fm)) }
V a;...a, € [[g02]]ﬁn

Let A = (X, X,~,F) be a (2°7)-labelled NA. For x € X, we write T [=in ¢

when L*(x) C [¢]an. We also use the following syntactic sugar: F ¢ := true U ¢

and G := false R .

— [p1 U @a]fin := {a1 Gy

For a state x of an NA A, we write = |=g, ¢ when L% (x) C [¢]fin. Then finite
trace inclusion L% (z) C L%, (y) implies y =fin ¢ == = Ffin ¢ for each LTL
formula ¢. If we replace L% () C L%, (y) with z Eq y, what happens to ¢? We
attempt to answer this question, using preorders from Ex. [5| and fragments of
LTL found in the literature [28/25/7].

The C*-trace inclusion implies implication of a fragment of LTL “without”
negation.
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Proposition 7. If x Cc- y then y Ffin ¢ = = [=in @ for each ¢ given by:

pu=true|false | ploVeloAp|Xp|leUp|pRop. (2)

We can consider the dual. If we replace C* with its inverse O*, then —p in
becomes p. This fragment is known as a positive fragment (LTLy) [9].

Next, the Cqyp-trace inclusion implies implication of safety properties guarded
by G.

Proposition 8. Ifx Tc_, y then y [=fin ¢ = @ =iin @ for each ¢ given by:

pu=true|false |V |pAp|GY, Yu=p|plYVY|pAY]e. (3)

We can again consider the dual. Let D, be the superstring relation defined

def . T
by w Deyp W' & w' Cqp w. Then Dgup-trace inclusion implies implication of

liveness properties guarded by F: namely, G in Prop. [§]is replaced by F .

Finally, we can combine Ex. [5{|4) with Ex. , and define Q so that
aj...arQad} .. .a), means k < k' and existence of j; < --- < ji such that
a; C aj, for each i € {1,...,k}. Then Q-trace inclusion implies implication of
©’s which are given by removing p from .

C Omitted Proofs

C.1 Proof of Prop.

Proof. This is a consequence of Cor. [3]and Prop.

C.2 Proof of Prop.

Proof. Let R C X; X X5 be a @Q-counting simulation, and take an arbitrary pair
(z,y) € R. When x € Fj, because the pair satisfies C-Final, y € F; follows.
Therefore (x,y) € R also satisfies Final".

When (z,y) € R satisfies C-Step, let a;---a, € ¥* and 21---2, € X;
satisfy x Sy x 3y - By x, and z, € Fy. There are two possibilities.

— When the condition holds, there exist z” € X; and w € X* such that

Ty~ 2 1 and z” ¢ Fy. Because A; is branching-free and its accepting
states are stuck states, z, v»1 and z,, = z” must hold. We have z,, € F}
and z” ¢ Fy, which is contradiction.

— When the condition holds, there exist 2" € X1, 3y’ € X5 and w,w’ €

2% such that z1 ~»1 2, y ~» ¢/, |a1w|Qw'|, and 2" Ry’. Because A; is
branching-free and its accepting states are stuck states, =, ~1 holds and
there exists k € {1,...,n} such that 2" = x and w = ag - - - a. Therefore,
the conditions (1), (2) and (3-i) of Step™ holds.
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C.3 Proof of Prop.
Proof. The proof is straightforward by definitions (i.e. Def. [I| and Def. .

C.4 Proof of Prop. [7|
Proof. Tt suffices to prove the following:

Vi : generated by the BNF in Prop.[]] Vw € 2*. Vo' € 2.

wCw AW € [¢in = w € [@fin -

(4)

We prove it by the induction on the structure of ¢. Without loss of generality,

we can assume |w| = |w'|. Let w = aq,...,a, and w’' =df ... al,.

(When ¢ = tt) We always have a5 ... a, € [¢]fin-
(When ¢ = ff) It contradicts to a ...a., € [©]fin-
(When ¢ = —p) Asp ¢ a), we have p ¢ a;.

(When ¢ = @1 V 2) By d}...d, € [¥1]fin U [¢2]sin and the induction hypoth-

esis, we have aj ...a, € [©1]fin U [@2]fin-

(When ¢ = @1 A ) Similar to the above.

(When ¢ = X¢') By a)...al, € [¢'] and the induction hypothesis, we
as...an € [¢'].

(When ¢ =91 Ugs) ByJie{l,...,n}.Vj<i d...a), € [ei]an and a]
[2]in and the induction hypothesis, we have 3t € {1,...,n}. Vj < i. a;

[e1]sin and a; . . . ayn € [@2]fin -
(When ¢ = ¢1 R ¢2) Similar to the above.

C.5 Proof of Prop.

Proof. Tt suffices to prove the following two.

V¢ : generated by the BNF in Prop. [§
Vw=ai...a, € X*. V' =a}...a, € X"

w Ceup W' AW’ € [plfin = w € [¢]fin

V1) : generated by the BNF in Prop.
Yw=ai...a, € E+.Vw’:a’1...a;/ e X+,

w Coup W' AW’ € [@lfin Aar = af = w € [@fin
We prove it by the mutual induction on the structures of ¢ and .

(When ¢ = tt, ff, ¢1 V ps or o1 A py) Similar to the proof of Prop.

(When ¢ = Gv) In this case, we have a} ... al, € [¢]sin for eachi € {1,...
By ajy...an, Ceub @ - ..al, and the induction hypothesis, we have a; ...
[#]¢in for each j € {1,...,n}.

(When ¢ = p or —p) Immediate by a; = a] .

(When ¢ = 17 V19 or ¥ A1g) Similar to the proof of Prop.

(When 9 = ¢) Immediate.

have

...al €
...an €

(6)

,n'}.

a, €
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C.6 Proof of Lem. [3

Proof. The parameters M and N constrain Simulator’s moves only. The bigger
M or N is, the more moves Simulator can make, and hence the more positions
Simulator can be winning from.

C.7 Proof of Prop.

Proof. We first prove the <= direction, i.e. the “if” part, assuming the exis-
tence of an (M, Q)-simulation R such that zRy. We fix Simulator’s strategy so
that Simulator chooses (4) and moves to (,’,y’) if that is possible and 2’ Ry/,
and chooses (3) or (5) otherwise. For an arbitrary strategy of Challenger, our
goal is to show that Simulator is winning from (e, z,y). Specifically, we prove
the following (x): from each position (g, zg, yo) such that xqRyqg, either another
position (e, z(, ;) such that xRy is reachable or Simulator wins.

We let the players play the game g%"jﬁ from (e, xo,yo), and pause the play

when Challenger makes a move (2) or Simulator makes a move (4).

— If the play never ceases, Challenger keeps choosing (1) and Simulator only
chooses (3).

e If Challenger gets stuck before making M moves, Simulator wins the
play.

e Otherwise, Challenger can make M moves of (1). After the M moves

of Challenger, the position is necessarily (aq---ap, 2, yo) such that

To al;-h;le Zpr, since Simulator has only chosen @ Because R is an

(M, Q)-simulation, by Step™ , there exist k € {1,...,M}, w' € ¥* and

ap--—-ag Ak+1°"QM
yo € Xa such that a1 - a,Quw', zg ~> 12K~ 12, and 2 Ry,.

* If k < M, Simulator should have chosen (4) after the k-th move of
Challenger, according to the strategy. This leads to a contradiction.

* Otherwise, k = M. This means that after the M-th move of Chal-
lenger, Simulator can (and has to, according to the strategy) choose
(4. This also leads to a contradiction.

— If the play ceases with Challenger choosing (2), after the first choice of (2),
we are at a position (v, w,z(,yo) such that zg 1 xy € Fy and |w| < M.
We have |w| < M because Simulator has only made moves (3), if any. Since
R is an (M, Q)-simulation, by Final™, there exist w’ € X* and y) € X

such that wQuw’ and yq Z1/1»2 Yo € Fy. Therefore Simulator can choose (%) and
win.

— If the play ceases with Simulator choosing (4), the first choice of (4) changes
a position (w, z(, yo) to (g, x(,y,) for some yj € X5 such that x{Ryy.

As a result, (x) holds. Consequently, from (e, z,y), Simulator can either win or
infinitely continue a play (and win).

We next prove the = direction, i.e. the “only if” part, assuming that
Simulator is winning from the position (g, z,y). We define R C X; x X3 by
R := {(«/,y’) | Simulator is winning from (g,2’,y')}. It holds that xRy. For an
arbitrary pair (z’,y") € R, we prove that it satisfies Final™ and Step™.
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Final™ We assume a sequence @’ ~»; 2’/ € Fy such that |w| < M.

— If |w| = 0, we have 2’ = 2” € Fy. From a position (g,2',y), we let
Challenger choose (2) and move to (v',e,2’,y’). Simulator is necessar-
ily winning from this position, and hence Simulator can choose (§) at
(v',e,2',y"). This means that there exist w’ € X* and y” € X, such

that 3/ ~» ¥’ € Fy and eQu’. Therefore (2, ') satisfies Final™ .

— Otherwise, i.e. if w| > 0, from a position (¢,2’,y’), we let Challenger
choose (D) for |w| times along 2/ ~»; 2’ and then choose (2). Because
Simulator is winning from (g,2’,%’), Simulator has a winning strategy
for the |w| + 1 moves of Challenger.

e If the first |w| moves of Simulator according to the strategy are (3), af-
ter Challenger’s |w|+1 moves, we are at a position (v, w, z",y’). Sim-
ulator is winning from (e,2’,y") and necessarily from (v',w,z",y’).
Therefore, the strategy must let Simulator choose (5) at the position
(v, ,w, 2", y).

e Otherwise, i.e. if the first |w| moves of Simulator according to the
strategy are (3) interleaved with (4), after Challenger’s |w|+ 1 moves,
we are at a position (v, wq,2”,y") for some wy € X* and y” € X5

such that: there exist wy,w” € X* such that z’ 5N 2 € Fy,

Y ~»y " and wyQuw”. Simulator is necessarily winning from the
position (v, wq, 2", y"). Therefore, the strategy must let Simulator
choose (5) at this position.
As a result, (z/,y) satisfies Final™. Note that Q is closed under con-
catenation.

Step™ We assume a sequence ' “'~5™ | 257, We let Challenger choose (1) for M
times. Because Simulator is winning from (g, 2’, 3’), Simulator has a winning
strategy for the M moves of Challenger.

— If Simulator’s first move is (4), the move changes a position (a1, x1,%’)
to (e,x1,y") for some z1 € X; and y” € X,. Simulator must be winning
from the position (g, z1,y”), which means z, Ry".

— Otherwise, i.e. if the first 0 < & < M moves of Simulator are (3) and Sim-
ulator’s next move is (4) according to the strategy, the move (4) changes
a position (aq - - - ag, Tk, y') to (g, x,y"”) for some x, € X7 and y” € Xo.

There exists w’ € X* and we have a; - - - a;Qu’ and y' ~»5 y. Simulator
must be winning from the position (e, 2, y”), which means z; Ry".
As a result, (2/,y’) satisfies Step™.

Consequently, R is an (M, Q)-simulation.

C.8 Proof of Prop. [6]

Proof. We first prove the <= direction, i.e. the “if” part, assuming the existence
of a Q-simulation R such that x Ry. We fix Simulator’s strategy so that Simulator
chooses (4) and moves to (g, 2’,y’) if that is possible and 2’ Ry’, and chooses (3)
or (5) otherwise. For an arbitrary strategy of Challenger, our goal is to show that
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Simulator is winning from (e, x, y). Specifically, we prove the following (x): from
each position (g, g, yo) such that zoRyo, either another position (g, z(, y,) such
that z( Ry, is reachable or Simulator wins.

We let the players play the game gf;jjf from (e, zg,%0), and pause the play
when Challenger makes a move (2) or Simulator makes a move (4).

— If the play never ceases, Challenger keeps choosing (1) and Simulator only
chooses (3).
o If Challenger gets stuck, Simulator wins the play.
e Otherwise, Simulator can win the infinite play by keep choosing (3).
— If the play ceases with Challenger choosing (2), after the first choice of (2),
we are at a position (v',w, x(,yo) such that z 1 xy € Fy.
o If jw| = 0, i.e. w = ¢, we have xyg = z(, € F}. By Final*, there exist

w' € X* and y} € X5 such that eQu’ and yo g Yo € Fy. This means
that Simulator can choose (5) and win.
e Otherwise, |w| > 0. Because Simulator has only chosen (3), by Step™,

there exist w’ € X* and y, € X5 such that wQuw’ and yq Lo Yy € Fs.
This means that Simulator can choose (5) and win.
— If the play ceases with Simulator choosing (4), the first choice of (4) changes
a position (w, z(,yo) to (g, (), y,) for some y € X such that z(Ryj.

As a result, (x) holds. Consequently, from (e, z,y), Simulator can either win or
infinitely continue a play (and win).

We next prove the = direction, i.e. the “only if” part, assuming that
Simulator is winning from the position (e, z,y). We define R C X; x X5 by
R := {(«/,y’) | Simulator is winning from (e,2’,y')}. It holds that xRy. For an
arbitrary pair (2/,y') € R, we prove that it satisfies Final' and Step™.

Final' We assume that ' € F;. From a position (¢, 2’,y'), we let Challenger
choose (2) and move to (v',&,2’,y’). Simulator is necessarily winning from
this position, and hence Simulator can choose (5) at (v, ¢, 2’,%’). This means

that there exist w’ € X* and y” € X5 such that y/ ~»5 y” € Fy and eQu'.
Therefore (',y/) satisfies Final®.

Step™ We assume a sequence z’ “s "1 &, € Fi. We let Challenger choose (1)
for n times, and then choose (2), moving to a position (v, ay - ap, Tn,y').
Simulator must be winning from this position, which means that Simulator
can choose (5). This means that there exist y” € Fy and w’ € ¥* such that

a1 -+ anQu’ and y' “»9 . Therefore (z/,y) satisfies Step™.

Consequently, R is a Q-simulation.
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